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PREFACE

https://doi.org/10.31489/2025M4/4 Editorial

Functional analysis in interdisciplinary applications

Guest-Editors: Allaberen Ashyralyev1,2,3,∗, Charyyar Ashyralyyev1,4,5, Makhmud Sadybekov2

1Bahcesehir University, Istanbul, Turkey;
2Institute of Mathematics and Mathematical Modeling, Almaty, Kazakhstan;

3Peoples’ Friendship University of Russia (RUDN University), Moscow, Russia;
4Khoja Akhmet Yassawi International Kazakh-Turkish University, Turkistan, Kazakhstan;

5National University of Uzbekistan named after Mirzo Ulugbek, Tashkent, Uzbekistan
(E-mail: aallaberen@gmail.com, charyyar@gmail.com, sadybekov@math.kz)

Keywords: boundary value problems, delay differential operators with involution, difference schemes, Dirich-
let problem, identification problems, involution, integro-differential equations, numerical methods and so-
lutions, partial differential equations, regular solutions, stability, well-posedness.

2020 Mathematics Subject Classification: 30C80, 30E25, 34B10, 35G35, 35G46, 35J67, 35J96, 35K10,
35L04, 35L53, 35L57, 35M10, 35M12, 35R11, 37B25,37C25,37C27, 39K40, 41A35, 41A20, 49K40, 52A38,
53A05, 53A35, 53C42, 58D25, 65M06, 65M12, 92B05

This issue presents a collection of 15 carefully selected papers authored by both international and
national researchers. Each paper has undergone rigorous peer review and introduces novel findings in
the fields of analysis and applied mathematics, with particular emphasis on their application to the
construction and investigation of solutions to well-posed and ill-posed boundary value problems for
partial differential equations.

The contributing authors represent a diverse range of countries, including Turkey, Kazakhstan,
Sweden, the Russian Federation, Azerbaijan, Uzbekistan, Turkmenistan, Iraq and Cyprus. We are
especially pleased to note that many of these articles are co-authored by researchers from different
universities across the globe, reflecting the collaborative spirit and international scope of contemporary
mathematical research.

Guest-Editors: A. Ashyralyev, C. Ashyralyyev and M. Sadybekov

September 15, 2025

∗Correspondence: E-mail: aallaberen@gmail.com
c© 2025 The Authors. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/)
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MATHEMATICS

https://doi.org/10.31489/2025M4/5-20 Research article

The quadratic B-spline method for approximating systems of Volterra
integro fractional-differential equations involving both classical and

fractional derivatives

D.Kh. Abdullah, K.H.F. Jwamer∗, Sh.Sh. Ahmed

College of Science, University of Sulaimani, Sulaymaniyah, Iraq
(E-mail: Diar.khalid85@gmail.com, karwan.jwamer@univsul.edu.iq, Shazad.ahmed@univsul.edu.iq)

The quadratic B-spline method is a widely recognized numerical technique for solving systems of Volterra
integro-differential equations that involve both classical and fractional derivatives (SVIDE’s-CF). This study
presents an improved application of the quadratic B-spline approach to achieve highly accurate and compu-
tationally efficient solutions. In the method developed in this paper, control points are treated as unknown
variables within the framework of the approximate solution. The fractional derivative C

a Dσx is considered
in the Caputo sense. First, we divide the domain into subintervals, then construct quadratic B-spline basis
functions over each subinterval. The approximate solution is presented as a quadratic combination of these
B-spline functions over each subinterval, where the control points act as variables. To simplify the system of
(VIDE’s-CF) into a solvable set of algebraic equations, the collocation method is applied by discretizing the
equations at chosen points within each subinterval. The Jacobian matrix method is employed to perform
computations efficiently. In addition, a careful, step-by-step algorithm for employing the proposed method
is presented to simplify its use, we implemented the method in a Python program and optimized it for
efficiency. Experimental example demonstrates effectiveness and accuracy of the proposed technique and
its comparison with present techniques in terms of accuracy and computational efficiency.

Keywords: system of Volterra integro-fractional differential equation (SVIDE’s), quadratic B-spline func-
tions, Caputo fractional derivative, collocation method, Jacobian matrix algorithm, Clenshaw-Curtis
quadrature rule.

2020 Mathematics Subject Classification: 34K33, 45D05, 45J05.

Introduction

Mathematicians have extended the classical concepts of differentiation and integration to fractional
(non-integer) orders over the centuries [1]. This kind of generalization, which is referred to as frac-
tional calculus (FC), is a more general mathematical framework for investigating complex systems [2].
Compared with the ordinary calculus that deals with essentially local and instantaneous changes, the
fractional calculus incorporates memory and hereditary properties and therefore is particularly suitable
to model those processes where the present state depends not only on the present status but also on the
past history [3, 4]. Several real-life phenomena demonstrate such dynamics [5]. For example, diffusion
∗Corresponding author. E-mail: karwan.jwamer@univsul.edu.iq
Received: 26 June 2025; Accepted: 4 September 2025.
c© 2025 The Authors. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/)
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in porous media, viscoelasticity, and biological systems with memory function regularly display dynam-
ics that are not possible to describe through classical models. In all these cases, fractional derivatives
give more accurate and flexible descriptions, accounting for long-range temporal and spatial depen-
dencies [6–8]. After that, researchers developed integro-fractional differential equations that combine
fractional derivatives with integral terms. Such equations extend traditional differential and integral
equations to include both instantaneous rates of change and accumulative past effects at the same
time. This makes them powerful tools for modelling dynamic processes where past states exert strong
impacts on current and future dynamics [8,9]. Furthermore, fractional integro-differential and integro-
differential equations of fractional order have garnered significant interest in the literature, leading to
the development of several unique methodologies. Benzahi et al. demonstrated a least squares method
[10]. Ghosh et al. presented an iterative difference scheme for solving an arbitrary order nonlinear
Volterra integro-differential population growth model [11]. Rahimkhani et al. illustrated nonlinear
fractional integro-differential equations using fractional alternative Legendre functions [12]. Akbar et
al. presented an analysis of delay [13]. Miran et al. presented Laplace transform multi-time delay
[14]. Akhlaghi et al. addressed fractional order integro-differential equations via Muntz orthogonal
functions [15]. Yuzbai et al. presented a fractional Bell collocation method [16]. In practice, most
linear Volterra integro-fractional differential systems with variable coefficients are too complex to solve
exactly using analytical methods. Because of this, researchers often turn to approximation techniques
and numerical methods. One of the most common and effective tools for this purpose is the use of
spline and B-spline functions [17, 18]. These functions play a crucial role in solving both linear and
nonlinear functional equations. Many researchers use B-spline functions to solve various mathematical
problems because of their flexibility and accuracy [19–21].

This study presents an approximate method for solving the linear system associated with Volterra
integro-differential equations, encompassing classical and fractional orders (LSVIDE’s-CF). For the
derivation, it deals with quadratic B-spline interpolation functions. Which takes the following general
forms:

Pi(x)U ′′i (x) + ai0(x) Ca Dσi0x Ui(x) + ai1(x) Ca Dσi1x Ui(x) + ai2(x)Ui(x)

= Fi(x) +
m∑
j=0

ωij

∫ x

a
Kij(x, s) Ca D

βij
s Uj(s) ds. (1)

Under the following conditions:[
Dkix Ui(x)

]
x=a

= ϑiki , ∀ki = 0, 1, . . . , µi − 1, and i = 0, 1, . . . ,m. (2)

The variable coefficients Pi(x)(6≡ 0), ai0(x), ai1(x) ∈ C([a, b],R) and Kij ∈ C(Θ,R), Θ = {(x, s) :
a ≤ s < x ≤ b}, with fractional orders: σi1 > σi0 > 0 and βim > βi(m−1) > · · · > βi1 > βi0 = 0.

Furthermore, the µi = max
{

2,mβ
im

}
, where mβ

ij − 1 < βij ≤ mβ
ij ,m

β
ij = dβije , ωij ∈ R, for all

i, j = 0, 1, . . . ,m. In the manuscript, we examined and assessed the systems of Volterra integro-
differential equations for classical and fractional orders (SVIDE’s-CF); according to the conditions,
fractional orders between 0 and 1. We approximate these integrals using the Clenshaw-Curtis quadra-
ture rule [17, 22] in conjunction with quadratic B-spline functions. Four algorithms summarized the
information, and we later produced Python software to implement each algorithm. These algorithms
resolved a few test instances. The paper is structured as follows: in Section 1, we introduce some
notions of fractional calculus necessary for the description of our model, and then we define the fun-
damental concepts of B-spline functions. In Section 2, we introduce the numerical approximation that
we use throughout our work. The experimental outcomes are presented in Section 3. Lastly, the
concluding remarks on the proposed method are presented in Section 4.
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The quadratic B-spline method for ...

1 Basic definitions and notation

In this section, we will introduce and study the concepts.

Definition 1. [1, 2] Let n− 1 < α ≤ n (∈ Z+), α ∈ R+. The operators (RaDαxV(x)) and (Ca DαxV(x))
of fractional order α are defined as:

R
aDαxV(x) = Dnx

(
aJ n−αx V(x)

)
=

1

Γ(n− α)

dn

dxn

∫ x

a

V(s)

(x− s)α+1−nds, x > a, (3)

C
a DαxV(x) = aJ n−αx DnxV(x) =

1

Γ(n− α)

∫ x

a

V(n)(s)
(x− s)α+1−nds, x > a. (4)

Equation (3) represents the Riemann–Liouville fractional differential operator. Additionally, the
operator aJ αx , known as the Riemann–Liouville fractional integral of order α, is defined as

aJ αx V(x) =
1

Γ(α)

∫ x

a
(x− s)α−1V(s)ds, aJ 0

xV(x) = V(x), x > a.

Equation (4) defines the Caputo fractional differential operator. Similar to integer-order differen-
tiation, the Caputo fractional differentiation is a linear operation:

C
a Dαx [ρ1V1(x) + ρ2V2(x)] = ρ1

C
a DαxV1(x) + ρ2

C
a DαxV2(x).

Furthermore, the Caputo derivative of any constant function (say A ∈ R) vanishes: Ca DαxA = 0.

Lemma 1. [1, 9] The function V(x) = (x− a)n for n ≥ 0 has a β-Caputo derivative (β ≥ 0), which
is given as follows: for n ∈ {0, 1, 2, . . . , dβe − 1}, the β-Caputo derivative vanishes, i.e., Ca D

β
xV(x) = 0.

While for n ∈ N and n ≥ dβe or n /∈ N and n > dβe − 1, where dβe represents the least integer that is
not less than β, it is given by:

C
a DβxV(x) =

Γ(n+ 1)

Γ(n− β + 1)
(x− a)n−β.

Definition 2. [17, 22] In 1960, Clenshaw and Curtis established a method for evaluating a definite
integral by representing the integrand through a finite Chebyshev series. This involves sequentially
summing the individual terms the series. This approach proves to be highly effective, especially when
applied to integral equations.

∫ 1

−1
V(x) dx ≈

N∑
r=0
even

(
2

N

N∑
K=0

cos

(
rKπ

N

)
V
(

cos

(
Kπ

N

)))
, K = 0, 1, . . . ,N .

Remark:

(I) The symbol
∑

indicates that the initial and final terms should be divided by two before sum-
mation.

(II) The transformation x = b−a
2 t+ b+a

2 , or t = 2
(
x−a
b−a

)
− 1, where x ∈ [a, b] and t ∈ [−1, 1].

Definition 3. [23] Let TN = {x0, x1, . . . , xN } be a uniform or non-uniform partition of the interval
[a, b]. The K-degree B-spline basis function BKr (x), r ≥ 0, is defined as follows:

BKr (x) =
x− xr

xr+K − xr
BK−1r (x) +

xr+K+1 − x
xr+K+1 − xr+1

BK−1r+1 (x),

Mathematics Series. No. 4(120)/2025 7
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B0r(x) =

{
1, x ∈ [xr, xr+1),

0, otherwise.
(5)

B1r(x) =


x−xr

xr+1−xr , if x ∈ [xr, xr+1),
xr+2−x

xr+2−xr+1
, if x ∈ [xr+1, xr+2),

0, otherwise.

(6)

Equations (5) and (6) represent zero-degree and one-degree B-splines, respectively [24,25].
Note that the local support property is BKr (x) = 0 for all x /∈ [xr, xr+K+1) and the nonnegativity

property is BKr (x) ≥ 0 for all x ∈ [xr, xr+K+1).

2 Methods analysis

In this section, we utilize the quadratic B-spline collocation method to compute the approximate
solution (SVIDE’s-CF) of equation (1) subject to equation (2), where the mesh points a = x0 < x1 <
x2 < · · · < xN−1 < xN = b form a uniform partition of the solution domain [a, b] defined by the knots
xr with h = xr+1−xr

N = b−a
N , r = 0, 1, . . . , N − 1. The numerical solution for treating equations (1)

and (2) for all x ∈ [a, b], Ui(x) ≈ PQ,2i (x) for each i = 0, 1, . . . ,m, using collocation techniques with
quadratic B-spline to find an approximate solution PQ,2i (x) given by:

PQ,2i (x) ≈
n∑
l=0

CliBkil(x), i = 0, 1, . . . ,m. (7)

Here, the general expression of a quadratic B-spline curve defined on the interval [a, b] is,

PQ,2i (x) = C0
(
b− x
b− a

)2

+ 2C1
(
x− a
b− a

)(
b− x
b− a

)
+ C2

(
x− a
b− a

)2

, x ∈ [a, b]. (8)

Now, the Caputo fractional derivative of order α ∈ (0, 1], and the recursive derivative formula for
quadratic B-spline curves for equation (8) are given, respectively:

C
a DαxP

Q,2
i (x)

=
2(x− a)1−α

(Nh)2Γ(3− α)

{
C0[(x− a)− (Nh)(2− α)] + C1[(Nh)(2− α)− (x− a)] + C2(x− a)

}
, (9)

d2

dx2
PQ,2i (x) =

2
(
C0 − 2C1 + C2

)
(Nh)2

, (10)

where h is a step size and N is the number of iterations. For the numerical approximate solutions of
(SVIDE’s-CF) based on equation (1) the control points Cli are unknowns. Also, for all i = 0, 1, . . . ,m,
the control points C0i are determined by initial conditions specified in equation (1), and the control
points C1i = (Nh)

2
(dB2i (a))

dt +C0i for the quadratic B-spline curve can be determined for each i = 0, 1, . . . ,m,

to find C2i , from the (VIDE’s-CF) in equation (1). The unknown function PQ,2i (x) is approximated by
B-spline interpolation of degree 2 as in equation (7), so the equation (1) becomes:

Pi(x)
d2

dx2
PQ,2i (x) + ai0(x) Ca Dσi0x [PQ,2i (x)] + ai1(x) Ca Dσi1x [PQ,2i (x)] + ai2(x)PQ,2i (x)

= Fi(x) +

m∑
j=0

ωij

∫ x

a
Kij(x, s)

C
a D

βij
s [PQ,2j (s)] ds. (11)

8 Bulletin of the Karaganda University



The quadratic B-spline method for ...

The fractional orders σi0,i1, βij ∈ (0, 1], ∀i, j = 0, 1 . . . ,m. Consequently, using equation (11), applying
the linearity property of fractional Caputo derivatives, and using equation (8), by defining [xr, xr+1]
and analyzing the collocation points, we use a quadratic B-spline function (K = 2, n = 2) in the interval
[xr, xr+1] as established, from equations (9), and (10), yielding results for each r = 0, 1, . . . , N −1 and
i = 0, 1, . . . ,m, derive the following:

Pi(xr+1)
[

2C0i
(Nh)2 −

4C1i
(Nh)2 −

2C2i
(Nh)2

]
+ ai0(xr+1)

(xr+1 − a)1−σi0

(Nh)2Γ(3− σi0)


C0i (−2(Nh)(2− σi0) + (xr+1 − a))

+2C1i ((Nh)(2− σi0)− 2(xr+1 − a))

+2C2i (xr+1 − a)



+ ai1(xr+1)
(xr+1 − a)1−σi1

(Nh)2Γ(3− σi1)


C0i (−2(Nh)(2− σi1) + (xr+1 − a))

+2C1i ((Nh)(2− σi1)− 2(xr+1 − a))

+2C2i (xr+1 − a)

+ ai2(xr+1)


C0i (b−xr+1)2

(Nh)2 +

2C1i (xr+1−a)(b−xr+1)

(Nh)2

+
C2i (xr+1−a)2

(Nh)2



= Fi(xr+1) +
m∑
j=1

ωij


r−1∑
q=0

∫ xq+1

xq

Kij(xr+1, s)
(s− a)1−βij

(Nh)2Γ(3− βij)


C0j (−2(Nh)(2− βij) + 2(s− a))

+2C1j ((Nh)(2− βij)− 2(s− a))

+2C2j (s− a)

 ds


+

∫ xr+1

xr

Kij(xr+1, s)
(s− a)1−βij

(Nh)2Γ(3− βij)

[
C0j (−2(Nh)(2− βij) + 2(s− a)) + 2C1j

((Nh)(2− βij)− 2(s− a)) + 2C2j (s− a)

]
ds

+ ωi0


r−1∑
q=0

∫ xq+1

xq

Ki0(xr+1, s)
[
C00

(Nh)2 (b− s) +
2C10

(Nh)2 (s− a)(b− s) +
C20

(Nh)2 (s− a)2
]
ds

+

∫ xr+1

xr

Ki0(xr+1, s)
[
C00

(Nh)2 (b− s) +
2C10

(Nh)2 (s− a)(b− s) +
C20

(Nh)2 (s− a)2
]
ds

}
.

(12)
The quadratic B-spline function throughout the interval [xr, xr+1] is optimized to simplify its

representation and promote efficient solution methods; it is also determined, and in practice, these
integrals must be approximated using the Clenshaw-Curtis quadrature rule; hence, the equation (12)
is applicable for r = 0, 1, . . . , N − 1, i = 0, 1, . . . ,m.

Hri (σi0)C2i +Ori (σi0)C1i + T ri (σi0)C0i = Fi(xr+1) +
m∑
j=1

ωij

(
AβijKij

)
C2j +

m∑
j=1

ωij

(
S
βij
Kij

)
C1j

+

m∑
j=1

ωij

(
X βijKij

)
C0j +

(
ω
(r)
i0 YKi0

)
C00 +

(
ω
(r)
i0 ȲKi0

)
C10 +

(
ω
(r)
i0 Y̆Ki0

)
C20 ,

where

Hri (σi0) =
2Pi(xr+1)

(Nh)2
+

2ai0(xr+1) ((r + 1)h)1−σi0 (xr+1 − a)

(Nh)2Γ(3− σi0)

+
2ai1(xr+1) ((r + 1)h)1−σi1 (xr+1 − a)

(Nh)2Γ(3− σi1)
+
ai2(xr+1)(xr+1 − a)2

(Nh)2
,
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Ori =
−4Pi(xr+1)

(Nh)2
+

2ai0(xr+1) ((r + 1)h)1−σi0

(Nh)2Γ(3− σi0)
(
−2(Nh)2−σi0 + 2(xr+1 − a)

)
+

2ai1(xr+1) ((r + 1)h)1−σi1

(Nh)2Γ(3− σi1)
(
−2(Nh)2−σi1 + 2(xr+1 − a)

)
+

2ai2(xr+1)(xr+1 − a)

(Nh)2(b− xr+1)
,

T ri =
2Pi (xr+1)

(Nh)2
+
ai0 (tr+1) ((r + 1)h)1−σi0

(Nh)2Γ(3− σi0)
{−2(Nh) (2− σi0) + 2 (xr+1 − a)}

+
ai1 (xr+1) ((r + 1)h)1−σi1

(Nh)2Γ(3− σi1)
{−2(Nh) (2− σi1) + 2 (xr+1 − a)}+

ai2 (xr+1)

(Nh)2
(b− xr+1)

2 ,

rA
βij
Kij =

r−1∑
q=0

N∑
k=0

[
xq+1 − xq

2
ωkKij(xr+1, Sk)

(2(Sk − a))1−βij (Sk − a)

(Nh)2Γ(3− βij)

]

+
N∑
k=0

[
xr+1 − xr

2
ωkKij(xr+1, Sk)

(2(Sk − a))1−βij (Sk − a)

(Nh)2Γ(3− βij)

]
, (13)

rS
βij
Ki0 =

r−1∑
q=0

N∑
k=0

[
xq+1 − xq

2
ωkKij(xr+1, Sk)

2(Sk − a)1−βij

(Nh)2Γ(3− βij)

]
[(Nh)(2− βij)− 2(Sk − a)]

+
N∑
k=0

[
xr+1 − xr

2
ωkKij(xr+1, Sk)

2(Sk − a)1−βij

(Nh)2Γ(3− βij)

]
[(Nh)(2− βij)− 2(Sk − a)] , (14)

rX
βij
Kij =

r−1∑
q=0

N∑
k=0

[
xq+1 − xq

2
ωkKij(xr+1, Sk)

(Sk − a)1−βij

(Nh)2Γ(3− βij)

]
[−2(Nh)(2− βij) + 2(Sk − a)]

+

N∑
k=0

[
xr+1 − xr

2
ωkKij(xr+1, Sk)

(Sk − a)1−βij

(Nh)2Γ(3− βij)

]
[−2(Nh)(2− βij)] , (15)

ωi0
r YKi0 = ωi0


r−1∑
q=0

N∑
k=0

[
xq+1 − xq

2
ωkKi0(xr+1, Sk)

(b− Sk)2

(Nh)2

]

+

N∑
k=0

[
xr+1 − xr

2
ωkKi0(xr+1, Sk)

(b− Sk)2

(Nh)2

]}
, (16)

ωi0
r YKi0 = ωi0


r−1∑
q=0

N∑
k=0

[
xq+1 − xq

2
ωkKi0(xr+1, Sk)

2(Sk − a)(b− Sk)
(Nh)2

]

+
N∑
k=0

[
xr+1 − xr

2
ωkKi0(xr+1, Sk)

2(Sk − a)(b− Sk)
(Nh)2

]}
, (17)
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ωi0
r Y̆Ki0 = ωi0


r−1∑
q=0

N∑
k=0

[
xq+1 − xq

2
ωkKi0(xr+1, Sk)

(Sk − a)2

(Nh)2

]

+
N∑
k=0

[
xr+1 − xr

2
ωkKi0(xr+1, Sk)

(Sk − a)2

(Nh)2

]}
. (18)

From equations (13)–(18) the nodes tk, where the integrand is evaluated at points corresponding to
the extrema of the Chebyshev polynomials on the interval [−1, 1] and are defined as tk = cos

(
kπ
N
)
for

k = 0, 1, . . . ,N , for each subinterval [xq, xq+1], the mapped node Sk is calculated by Sk =
xq+1−xq

2 tk +
xq+1+xq

2 . The weights ωk are coefficients that multiply the function values at the nodes to approximate
the integral given by ωk = 2

N
∑N

r=0
even

cos
(
rkπ
N
)
. These weights help the weighted sum of function

evaluations accurately represent the integral over the chosen interval, and are determined following a
linear system (m+ 1)× (m+ 1) of algebraic equations, which is provided.

A · B = C, (19)

where

A =


Hr0(σ00)− ω00

r Y̆K00 −ω01 rAβ01K01
−ω02 rAβ02K02

. . . −ω0m rAβ0mK0m

−ω10
r Y̆K10 −ω11 rAβ11K11

−ω12 rAβ12K12
. . . −ω1m rAβ1mK1m

−ω20
r Y̆K20 −ω21 rAβ21K21

−ω22 rAβ22K22
. . . −ω2m rAβ2mK2m

...
...

...
. . .

...
−ωm0
r Y̆Km0 −ωm1 rAβm1

Km1
−ωm2 rAβm2

Km2
. . . Hrm(σm0)− ωmm rAβmmKmm

 , (20)

B =
[
C20 C21 C22 . . . C2m

]T
, (21)

C =



F0(xr+1)−Or0C10 − T r0 C00 +
∑m

j=1 ω0j

(
Sβ0jK0j

)
C1j +

∑m
j=1 ω0j

(
X β0jK0j

)
C0j + (ωr00YK00)C00 + (ωr00ȲK00)C10

F1(xr+1)−Or1C11 − T r1 C01 +
∑m

j=1 ω1j

(
Sβ1jK1j

)
C1j +

∑m
j=1 ω1j

(
X β1jK1j

)
C0j + (ωr10YK10)C00 + (ωr10ȲK10)C10

F2(xr+1)−Or2C12 − T r2 C02 +
∑m

j=1 ω2j

(
Sβ2jK2j

)
C1j +

∑m
j=1 ω2j

(
X β2jK2j

)
C0j + (ωr20YK20)C00 + (ωr20ȲK20)C10

...
Fm(xr+1)−OrmC1m − T rmC0m +

∑m
j=1 ωmj

(
SβmjKmj

)
C1j +

∑m
j=1 ωmj

(
X βmjKmj

)
C0j + (ωrm0YKm0)C00 + (ωrm0ȲKm0)C10


.

(22)
An algebraic linear system consisting of (m + 1) equations is derived, containing (m + 1) unknown
control points C2i , i = 0, 1, . . . ,m. To solve for these control points, the linear system (m+1) equations,
as shown in equation (11), is efficiently solved using a Jacobian matrix method. Once the control
points C2i , i = 0, 1, . . . ,m, are determined, they are substituted into equation (7). Using initial condi-
tions (2), the control points C1i = Nh

2
dB2i (a)
dx + C0i for the quadratic B-spline curve can be determined,

and their derivative parts can be determined by C1i using U ′i(x)
∣∣∣
x=a
≈ dB2i (a)

dx , ∀ i = 0, 1, . . . ,m, and
in practice, these integrals must be approximated using the Clenshaw-Curtis quadrature rule. The
following algorithms are considered to solve (LSVIDE’s-CF) using quadratic B-spline functions:
Algorithm describing the approximate solution (LSVIDE’s-CF) using quadratic B-spline.
INPUT:
(I) a, b, and N is the number of iterations, (m+ 1) is the number of equations.
(II) Pi(x), ai0(x), ai1(x), ai2(x), Fi(x), ωij , Kij(x, s), C0i , σi0, and βij for each i, j = 0, 1, . . . ,m.
OUTPUT: Solution vector B containing the control points C2i , i = 0, 1, . . . ,m.
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Steps:
(i) Construct arrays B, C of size (m+ 1) and matrix A from equation (20) of size (m+ 1)× (m+ 1).
(ii) Compute the step size: h = b−a

N , N ∈ N and partition points: xr+1 = a + (r + 1)h,
r = 0, 1, . . . , N − 1.

(iii) Compute the approximation: U ′i(x)
∣∣∣
x=a
≈ dB2i (a)

dx , using the initial conditions.

(iv) Compute the elements of C from equation (22): C1i = Nh
2
dB2i (a)
dx + C0i , i = 0, 1, . . . ,m.

(v) Compute the elements of matrix A and vector C using the Jacobi iteration method.
(vi) Apply the initial conditions C0i to modify A and C.
(vii) Solve the system: A · B = C from equation (19), using numerical integration techniques such as

the Clenshaw-Curtis quadrature rule.
OUTPUT: Solution vector B from equation (21), containing the control points, i = 0, 1, . . . ,m.

B =
[
C20 C21 C22 . . . C2m

]T
.

I. Algorithm (NCP2DBS): Normal Control Points Second Degree B-Spline.
We perform all steps in the previous main algorithm and follow the additional steps below:
(viii) For r = 0, 1, . . . ,N − 1, set: x = xr+1 = a+ (r + 1)h, n = 2, k = 2.
(ix) Compute: PQ,2i (xr+1) ≈

∑n
l=0 CliBkil(xr+1), i = 0, 1, . . . ,m.

Output: PQ,20 (xr+1),PQ,21 (xr+1), . . . ,PQ,2m (xr+1) are the approximate solutions for each function.
II. Algorithm (FCP2BS): First Control Point Second Degree B-Spline.

We perform all steps in the previous main algorithm and follow the following two steps:
(viii) Use: C2i = C2i (x1), i = 0, 1, . . . ,m.

(ix) Compute: PQ,2i (xr+1) ≈
∑n

l=0 CliBkil(xr+1), i = 0, 1, . . . ,m.

Output: PQ,20 (xr+1),PQ,21 (xr+1), . . . ,PQ,2m (xr+1) are the approximate solutions for each function.
III. Algorithm (MCP2BS): Mean Control Point Second Degree B-Spline.

We perform all steps in the previous main algorithm and follow the following two steps:
(viii) Use: C2i = 1

N
∑N−1

r=0 C2i (xr+1), i = 0, 1, . . . ,m.

(ix) Compute: PQ,2i (xr+1) ≈
∑n

l=0 CliBkil(xr+1), i = 0, 1, . . . ,m.

Output: PQ,20 (xr+1),PQ,21 (xr+1), . . . ,PQ,2m (xr+1) are the approximate solutions for each function.
IV. Algorithm (FFCP2BS): Average First and Final Control Point Second Degree B-Spline.

We perform all steps in the previous main algorithm and follow the following two steps:
(viii) Use: C2i = 1

2

(
C2i (x1) + C2i (xN−1)

)
, i = 0, 1, . . . ,m.

(ix) Compute: PQ,2i (xr+1) ≈
∑n

l=0 CliBkil(xr+1), i = 0, 1, . . . ,m.

Output: PQ,20 (xr+1),PQ,21 (xr+1), . . . ,PQ,2m (xr+1) are the approximate solutions for each function.

3 Numerical results

In this section, the validity and efficiency of the proposed systems are verified by using the Least
squares error. Numerical results are developed in Python 3.9, and those derived by the proposed
techniques are compared.

Example. Consider the following classical and fractional-order systems of Volterra integro-differential
equations (CF-VIDE’s) with variable coefficients on [0, 1]:

cos(x)U ′′0 (x) + x Ca D0.3
x U0(x) + exCa D0.5

x U0(x) + x2U0(x)

= F0(x) + ω00

∫ x

0
sx3U0(s)ds+ ω01

∫ x

0
(1 + sx2)caD0.7

s U1(s)ds+ ω02

∫ x

0
excaD0.8

s U2(s)ds,
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exU ′′1 (x) + sin(x)Ca D0.6
x U1(x) + x3Ca D0.8

x U1(x) + ln(x+ 1)U1(x)

= F1(x) + ω10

∫ x

0
(x3 − s+ 1)U0(s)ds+ ω11

∫ x

0
(x+ s2)caD0.45

s U1(s)ds+ ω12

∫ x

0
(x2s)caD0.5

S U2(s)ds,

sin(x)U ′′2 (x) + x3Ca D0.4
x U2(x) + cos(x)Ca D0.7

x U2(x) + tan(x)U2(x)

= F2(x) + ω20

∫ x

0
xsU0(s)ds+ ω21

∫ x

0
(sin(x)− 1)caD0.3

s U1(s)ds+ ω22

∫ x

0
(2− sx2)caD0.6

s U2(s)ds.

The given functions F0(x), F1(x), and F2(x) are defined as follows:

F0(x) =
3x1.7

Γ(1.7)
+

3x0.5ex

Γ(1.5)
+ x2(3x+ 2)− ω00(x

6 + x5)

− 2ω01

Γ(2.3)

(
x2.3

2.3
+
x5.3

3.3

)
− ω02

Γ(2.2)

(
exx2.2

2.2

)
,

F1(x) = 2ex +
2 sin(x)x1.4

Γ(2.4)
+

2x4.2

Γ(2.2)
+ ln(x+ 1)(x2 + 1)− ω10

(
3x5

2
− x3 +

1

2
x2 + 2x4 + 2x

)
− 2ω11

Γ(2.55)

(
x3.55

2.55
+
x4.55

4.55

)
− ω12

Γ(2.5)

(
x5.5

3.5

)
,

F2(x) = sin(x)+
x4.6

Γ(2.6)
+
x1.3 cos(x)

Γ(2.3)
+tan(x)

(
1

2
x2 − 1

)
−ω20(x

4+x3)− 2ω21

Γ(2.7)

(
x2.7 sin(x)

2.7
− x2.7

2.7

)
− ω22

Γ(2.4)

(
2x2.4

2.4
− x5.4

3.4

)
.

Together with the initial conditions: U0(0) = 2, U1(0) = 1, U2(0) = −1, while the exact solutions by:
U0(x) = 3x+ 2, U1(x) = x2 + 1, U2(x) = 1

2x
2 − 1.

The coefficients are defined as:

ω00 =
sin(0.3)

Γ(13)
, ω01 =

sinh(0.7)

Γ4(16)
, ω02 =

cosh(30)

Γ5(14)
,

ω10 =
cos(89)

Γ(12)
, ω11 =

ln(5)

Γ(12)
, ω12 =

sinh(0.3)

Γ(11)
,

ω20 =
cos(89)

Γ2(9)
, ω21 =

sin(179)

Γ(11)
, ω22 =

sin(30)

Γ(12)
.

We set the parameters as: N = 10, h = 0.1, xr = a + rh, for r = 0, 1, . . . ,N − 1. We aim to
approximate the solutions PQ,2i (x) for i = 0, 1, 2, as defined in equation (7). The programs NCP2BS,
MCP2BS, FFCP2BS, and FCP2BS are executed to compute the unknown control points C0i , C1i , and
C2i for i = 0, 1, 2, we then use these control points to construct the approximate solutions for the
given system. The first table presents the values of all control points for PQ,20 (x), PQ,21 (x), and PQ,22 (x)
according to the four methods, respectively.
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T a b l e 1

The values of control points of PQ,20 (x), PQ,21 (x), and PQ,22 (x) for four methods NCP2BS, MCP2BS,
FFCP2BS, and FCP2BS

Control points for each function
Methods Interval PQ,20 (x) PQ,21 (x) PQ,22 (x)

C00 = 2.000000000000 C01 = 1.000000000000 C02 = −1.000000000000
]0, 0.1] C10 = 3.500000000000 C11 = 1.000000000000 C12 = −1.000000000000

C20 = 4.991448639638 C21 = 1.999999999997 C22 = −0.499999999434

C00 = 2.000000000000 C01 = 1.000000000000 C02 = −1.000000000000
]0.1, 0.2] C10 = 3.500000000000 C11 = 1.000000000000 C12 = −1.000000000000

C20 = 4.978635126166 C21 = 1.999999999965 C22 = −0.499999998681

C00 = 2.000000000000 C01 = 1.000000000000 C02 = −1.000000000000
]0.2, 0.3] C10 = 3.500000000000 C11 = 1.000000000000 C12 = −1.000000000000

C20 = 4.966525349698 C21 = 1.999999999855 C22 = −0.499999997856

C00 = 2.000000000000 C01 = 1.000000000000 C02 = −1.000000000000
]0.3, 0.4] C10 = 3.500000000000 C11 = 1.000000000000 C12 = −1.000000000000

C20 = 4.957359583196 C21 = 1.999999999609 C22 = −0.499999997028

C00 = 2.000000000000 C01 = 1.000000000000 C02 = −1.000000000000
]0.4, 0.5] C10 = 3.500000000000 C11 = 1.000000000000 C12 = −1.000000000000

NCP2BS C20 = 4.952023072809 C21 = 1.999999999169 C22 = −0.499999996274

C00 = 2.000000000000 C01 = 1.000000000000 C02 = −1.000000000000
]0.5, 0.6] C10 = 3.500000000000 C11 = 1.000000000000 C12 = −1.000000000000

C20 = 4.950374272935 C21 = 1.999999998489 C22 = −0.499999995668

C00 = 2.000000000000 C01 = 1.000000000000 C02 = −1.000000000000
]0.6, 0.7] C10 = 3.500000000000 C11 = 1.000000000000 C12 = −1.000000000000

C20 = 4.951655066708 C21 = 1.999999997543 C22 = −0.499999995271

C00 = 2.000000000000 C01 = 1.000000000000 C02 = −1.000000000000
]0.7, 0.8] C10 = 3.500000000000 C11 = 1.000000000000 C12 = −1.000000000000

C20 = 4.954905674858 C21 = 1.999999996333 C22 = −0.499999995114

C00 = 2.000000000000 C01 = 1.000000000000 C02 = −1.000000000000
]0.8, 0.9] C10 = 3.500000000000 C11 = 1.000000000000 C12 = −1.000000000000

C20 = 4.959250140980 C21 = 1.999999994883 C22 = −0.499999995189

C00 = 2.000000000000 C01 = 1.000000000000 C02 = −1.000000000000
]0.9, 1] C10 = 3.500000000000 C11 = 1.000000000000 C12 = −1.000000000000

C20 = 4.964022227702 C21 = 1.999999993235 C22 = −0.499999999434

MCP2BS C00 = 2.000000000000 C01 = 1.000000000000 C02 = −1.000000000000

Continued on next page
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Continued from previous page
Methods Interval PQ,20 (x) PQ,21 (x) PQ,22 (x)

]0, 1] C10 = 3.500000000000 C11 = 1.000000000000 C12 = −1.000000000000
C20 = 4.962619915469 C21 = 1.999999997908 C22 = −0.499999996534

FFCP2BS C00 = 2.000000000000 C01 = 1.000000000000 C02 = −1.000000000000
]0, 1] C10 = 3.500000000000 C11 = 1.000000000000 C12 = −1.000000000000

C20 = 4.977735433670 C21 = 1.999999996616 C22 = −0.499999997407

FCP2BS C00 = 2.000000000000 C01 = 1.000000000000 C02 = −1.000000000000
]0, 1] C10 = 3.500000000000 C11 = 1.000000000000 C12 = −1.000000000000

C20 = 4.991448639638 C21 = 1.999999999997 C22 = −0.499999999419

From the equation (7), we obtain the approximate solution for the classical and fractional-order linear
systems of Volterra integro-differential equations (SVIDE’s-CF) with variable coefficients, as shown
below:

PQ,20 (x)

NCP2BS
=



2.0000000000(1− x)2 + 7.0000000000x(1− x) + 4.991448639638x2, 0 < x ≤ 1
10 ,

2.0000000000(1− x)2 + 7.0000000000x(1− x) + 4.978635126166x2, 1
10 < x ≤ 1

5 ,

2.0000000000(1− x)2 + 7.0000000000x(1− x) + 4.966525349698x2, 1
5 < x ≤ 3

10 ,

2.0000000000(1− x)2 + 7.0000000000x(1− x) + 4.957359583196x2, 3
10 < x ≤ 2

5 ,

2.0000000000(1− x)2 + 7.0000000000x(1− x) + 4.952023072809x2, 2
5 < x ≤ 1

2 ,

2.0000000000(1− x)2 + 7.0000000000x(1− x) + 4.950374272935x2, 1
2 < x ≤ 3

5 ,

2.0000000000(1− x)2 + 7.0000000000x(1− x) + 4.951655066708x2, 3
5 < x ≤ 7

10 ,

2.0000000000(1− x)2 + 7.0000000000x(1− x) + 4.954905674858x2, 7
10 < x ≤ 4

5 ,

2.0000000000(1− x)2 + 7.0000000000x(1− x) + 4.959250140980x2, 4
5 < x ≤ 9

10 ,

2.0000000000(1− x)2 + 7.0000000000x(1− x) + 4.964022227702x2, 9
10 < x ≤ 1.0,

PQ,21 (x)

NCP2BS
=



1.000000000000(1− x)2 + 2.000000000000x(1− x) + 1.999999999997x2, 0 < x ≤ 1
10 ,

1.000000000000(1− x)2 + 2.000000000000x(1− x) + 1.999999999965x2, 1
10 < x ≤ 1

5

1.000000000000(1− x)2 + 2.000000000000x(1− x) + 1.999999999855x2, 1
5 < x ≤ 3

10 ,

1.000000000000(1− x)2 + 2.000000000000x(1− x) + 1.99999999960x2, 3
10 < x ≤ 2

5 ,

1.000000000000(1− x)2 + 2.000000000000x(1− x) + 1.999999999169x2, 2
5 < x ≤ 1

2 ,

1.000000000000(1− x)2 + 2.000000000000x(1− x) + 1.999999998489x2, 1
2 < x ≤ 3

5 ,

1.000000000000(1− x)2 + 2.000000000000x(1− x) + 1.999999997543x2, 3
5 < x ≤ 7

10 ,

1.000000000000(1− x)2 + 2.000000000000x(1− x) + 1.999999996333x2, 7
10 < x ≤ 4

5 ,

1.000000000000(1− x)2 + 2.000000000000x(1− x) + 1.999999994883x2, 4
5 < x ≤ 9

10 ,

1.000000000000(1− x)2 + 2.000000000000x(1− x) + 1.999999993235x2, 9
10 < x ≤ 1.0,
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PQ,22 (x)

NCP2BS
=



−1.000000000000(1− x)2 − 2.000000000000x(1− x)− 0.499999999434x2, 0 < x ≤ 1
10 ,

−1.000000000000(1− x)2 − 2.000000000000x(1− x)− 0.499999998681x2, 1
10 < x ≤ 1

5 ,

−1.000000000000(1− x)2 − 2.000000000000x(1− x)− 0.499999997856x2, 1
5 < x ≤ 3

10 ,

−1.000000000000(1− x)2 − 2.000000000000x(1− x)− 0.499999997028x2, 3
10 < x ≤ 2

5 ,

−1.000000000000(1− x)2 − 2.000000000000x(1− x)− 0.499999996274x2, 2
5 < x ≤ 1

2 ,

−1.000000000000(1− x)2 − 2.000000000000x(1− x)− 0.499999995668x2, 1
2 < x ≤ 3

5 ,

−1.000000000000(1− x)2 − 2.000000000000x(1− x)− 0.499999995271x2, 3
5 < x ≤ 7

10 ,

−1.000000000000(1− x)2 − 2.000000000000x(1− x)− 0.499999995114x2, 7
10 < x ≤ 4

5 ,

−1.000000000000(1− x)2 − 2.000000000000x(1− x)− 0.499999995189x2, 4
5 < x ≤ 9

10 ,

−1.000000000000(1− x)2 − 2.000000000000x(1− x)− 0.499999995461x2, 9
10 < x ≤ 1.0,

PQ,20 (x)

MCP2BS
=
{

2.000000000000(1− x)2 + 7.000000000000x(1− x) + 4.962619915469x2, 0 < x ≤ 1,

PQ,21 (x)

MCP2BS
=
{

1.000000000000(1− x)2 + 2.000000000000x(1− x) + 1.999999997908x2, 0 < x ≤ 1,

PQ,22 (x)

MCP2BS
=
{
−1.000000000000(1− x)2 − 2.000000000000x(1− x)− 0.499999996534x2, 0 < x ≤ 1,

PQ,20 (x)

FFCP2BS
=
{

2.000000000000(1− x)2 + 7.000000000000x(1− x) + 4.977735433670x2, 0 < x ≤ 1,

PQ,21 (x)

FFCP2BS
=
{

1.000000000000(1− x)2 + 2.000000000000x(1− x) + 1.999999996616x2, 0 < x ≤ 1,

PQ,22 (x)

FFCP2BS
=
{
−1.000000000000(1− x)2 − 2.000000000000x(1− x)− 0.499999997407x2, 0 < x ≤ 1,

PQ,20 (x)

FCP2BS
=
{

2.000000000000(1− x)2 + 7.000000000000x(1− x) + 4.991448639638x2, 0 < x ≤ 1,

PQ,21 (x)

FCP2BS
=
{

1.000000000000(1− x)2 + 2.000000000000x(1− x) + 1.999999999997x2, 0 < x ≤ 1,

PQ,22 (x)

FCP2BS
=
{
−1.000000000000(1− x)2 − 2.000000000000x(1− x)− 0.499999999419x2, 0 < x ≤ 1.

Tables 2–4 demonstrate a comparison of the approximate solution with the exact solution of U0(x),
U1(x), and U2(x). By setting N = 10, h = 0.1, and xr = a + rh for r = 0, 1, . . . , N − 1, we compare
four methods of quadratic B-spline curves: NCP2BS, MCP2BS, FFCP2BS, and FCP2BS, respectively.
Finally Table (5) compares the least square errors for two algorithms (FCP2BS) and (MCP2BS) with
various choices of step size.
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T a b l e 2

Compares the exact and approximate based on a least square error of U0(x)

Approximate Solution PQ,20 (x) (10, 0.1)
xr Exact U0(xr) NCP2BS MCP2BS FFCP2BS FCP2BS
0 2.0 2.000000000000 2.000000000000 2.000000000000 2.000000000000
0.1 2.3 2.299914486396 2.299626199155 2.299777354337 2.299914486396
0.2 2.6 2.599145405046 2.598504796619 2.599109417347 2.599657945586
0.3 2.9 2.896987281472 2.896635792392 2.897996189030 2.899230377567
0.4 3.2 3.193177533311 3.194019186475 3.196437669387 3.198631782342
0.5 3.5 3.488005768202 3.490654978867 3.494433858418 3.497862159909
0.6 3.8 3.782134738256 3.786543169569 3.791984756121 3.796921510270
0.7 4.1 4.076310982687 4.081683758580 4.089090362498 4.095809833423
0.8 4.4 4.371139631909 4.376076745900 4.385750677549 4.394527129368
0.9 4.7 4.666992614193 4.669722131530 4.681965701273 4.693073398107
1 5.0 4.964022227701 4.962619915469 4.977735433670 4.991448639638
L.S.E 4.29736734820×10−3 3.53970591382 ×10−3 1.25578445284 ×10−3 1.85249498044 ×10−4

R.T./sec. 2.2315187454223 2.4110293388366 2.6110293388366 3.0368537902832

T a b l e 3

Compares the exact and approximate based on a least square error of U1(x)

Approximate Solution PQ,21 (x) (10, 0.1)
xr Exact U1(xr) NCP2BS MCP2BS FFCP2BS FCP2BS
0 1.00 1.000000000000 1.000000000000 1.000000000000 1.000000000000
0.1 1.01 1.009999999999 1.009999999979 1.009999999966 1.010000000000
0.2 1.04 1.039999999998 1.039999999916 1.039999999865 1.040000000000
0.3 1.09 1.089999999986 1.089999999812 1.089999999695 1.090000000000
0.4 1.16 1.159999999937 1.159999999665 1.159999999459 1.160000000000
0.5 1.25 1.249999999792 1.249999999477 1.249999999154 1.249999999999
0.6 1.36 1.359999999455 1.359999999247 1.359999998782 1.359999999999
0.7 1.49 1.489999998796 1.489999998975 1.489999998342 1.489999999999
0.8 1.64 1.639999997653 1.639999998661 1.639999997834 1.639999999998
0.9 1.81 1.809999995856 1.809999998305 1.809999997259 1.809999999998
1 2.00 1.999999993237 1.999999997908 1.999999996616 1.999999999997
L.S.E 7.0199557924×10−17 1.1086895011 ×10−17 2.9009973891 ×10−17 2.2801089911 ×10−23

R.T./sec. 2.2315187454223 2.4110293388366 2.6110293388366 3.0368537902832

T a b l e 4

Compares the exact and approximate based on a least square error of U2(x)

Approximate Solution PQ,22 (x) (10, 0.1)
xr Exact U2(xr) NCP2BS MCP2BS FFCP2BS FCP2BS
0 −1.000 −1.00000000000 −1.00000000000 −1.00000000000 −1.00000000000
0.1 −0.995 −0.99499999999 −0.99499999996 −0.99499999997 −0.994999999994
0.2 −0.980 −0.97999999994 −0.97999999986 −0.97999999989 −0.979999999977
0.3 −0.955 −0.95499999980 −0.95499999969 −0.95499999977 −0.954999999949
0.4 −0.920 −0.91999999952 −0.91999999945 −0.91999999959 −0.919999999909
0.5 −0.875 −0.87499999906 −0.87499999914 −0.87499999936 −0.874999999858
0.6 −0.820 −0.81999999843 −0.81999999877 −0.81999999908 −0.819999999796
0.7 −0.755 −0.75499999767 −0.75499999833 −0.75499999874 −0.754999999723
0.8 −0.680 −0.67999999686 −0.67999999782 −0.67999999836 −0.679999999638
0.9 −0.595 −0.59499999609 −0.59499999724 −0.59499999793 −0.594999999542
1 −0.500 −0.49999999545 −0.49999999659 −0.49999999744 −0.499999999434
L.S.E 5.6479062171×10−17 2.9319410000 ×10−17 1.6511565195×10−17 8.1155790437×10−19

R.T./sec. 2.2315187454223 2.4110293388366 2.6110293388366 3.0368537902832

Mathematics Series. No. 4(120)/2025 17



D.Kh. Abdullah et al.

T a b l e 5
The least square error with different step sizes for U0(x), U1(x), and U2(x)

L.S.E
PQ,20 (x) PQ,21 (x) PQ,22 (x)

N = 20 3.3804747524859968× 10−3 9.261094453318532× 10−18 2.853188809643298× 10−17

MCP2BS N = 50 3.2834709955904783× 10−3 8.28101310189266× 10−18 2.738736379765375× 10−17

N = 100 3.2510081333708340× 10−3 7.972488621480216× 10−18 2.7005547497925035× 10−17

N = 1000 3.251008133370834× 10−3 7.696289581642592× 10−18 2.667571186072652× 10−17

N = 20 2.499554593756400× 10−5 9.86076131526260× 10−32 1.596004257270100× 10−19

FCP2BS N = 50 1.564846997979940× 10−6 8.86076131526260× 10−32 1.745188520809840× 10−20

N = 100 1.821769238662400× 10−7 7.86076131526260× 10−32 3.468085471432110× 10−21

N = 1000 1.18952321777046× 10−10 6.86076131526260× 10−32 1.01330642945647× 10−23

4 Conclusion

In this paper, we constructed a numerical technique for solving systems of Volterra integro-differen-
tial equations that involve both classical and fractional derivatives (SVIDE’s-CF) with variable coef-
ficients based on quadratic B-spline functions. Four algorithms, NCP2BS, MCP2BS, FFCP2BS, and
FCP2BS, were successfully introduced. The control points were determined by converting the system of
VIDEs-CF into a system of linear algebraic equations, which was then solved using the Jacobian method
and the Clenshaw-Curtis quadrature rule. Numerical experiments demonstrated that all the proposed
methods are novel and significant for our research. Furthermore, we show that FCP2BS outperforms
the other algorithms in terms of accuracy and computational efficiency, simplifies the analysis and
ensures that computations remain manageable using software such as Python. In general, Table 5
demonstrates that as the value of N increases, the approximation significantly improves. As a future
direction, we aim to extend this framework by exploring more sophisticated spline functions, including
modified quadratic, cubic, trigonometric, and exponential B-splines.
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In this work, numerical algorithms of higher-order accuracy are constructed and studied for a pseu-
doparabolic equation that describes the filtration process in fractured-porous media. The increase in the
order of accuracy is achieved in various ways. First, only the spatial variables are approximated, as in the
method of lines. Then, to solve the resulting system of linear ordinary differential equations, the finite
difference method and the finite element method are applied. The application of these methods makes it
possible to achieve a higher order of approximation for the difference schemes. Schemes of fourth-order
accuracy in the spatial variables and second-order in time are presented, as well as schemes of fourth-order
accuracy in all variables. Based on the stability theory of three-level difference schemes, stability conditions
for the proposed algorithms are obtained. Using a special technique for solving the difference schemes, a
priori estimates are derived, and based on them, theorems on convergence and accuracy are proven in
the class of smooth solutions to the differential problem. An implementation algorithm is proposed for
the difference scheme constructed using the finite element method. Test examples for one-dimensional
and two-dimensional equations are also provided, demonstrating the higher-order accuracy of the proposed
schemes.

Keywords: pseudoparabolic equation, filtration equation, finite difference method, finite element method,
higher-order accuracy schemes, stability, convergence, accuracy estimates.
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Introduction

In the general case, pseudoparabolic equations are written in the following form:

∂

∂t
[A(u)] +B(u) = 0,

these equations belong to composite-type equations. Here A(u), B(u) are elliptic operators [1]. Prob-
lems in semiconductor physics, plasma physics, and hydrodynamics of stratified and filtered liquids are
examples of such equations. Let us present some of them. Mathematical models of Rossby waves in
oceanology [2] are given as

∂

∂t
Lu+ βu′2 = g(x, t), (x, t) ∈ QT ,

Lu =
3∑

m=1
Lm, Lm = ∂2u/∂x2

m, u′2 = ∂u/∂x2, β is a constant, and the equation

∂

∂t
(Lu+ θu) + µ2Lu+ λu = g(x, t), (x, t) ∈ QT (1)
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describes the process of filtration in a fractured porous liquid [1]. Here θ, µ, λ are constants. Besides,
we can mention the equation of moisture transfer in soils [3]:

∂u

∂t
= Lu+ g(x, t), (x, t) ∈ QT ,

where Lu =
p∑

m=1
Lmu, Lmu = (kα(x)u′m)′m+ ∂

∂t(kα(x)u′m)′m. HereQT = {(x, t) : x ∈ Ω, t ∈ (0, T ]},

Ω = {x = (x1, x2, x3) : 0 < xk < lk, k = 1, 2, 3}.
Such problems were studied by analytical methods in [4–6]. Numerical methods for solving prob-

lems of this type were considered in [1,2], where difference schemes with second-order accuracy in both
variables were constructed under the assumption of sufficient smoothness of the solution to the dif-
ferential problem. In [7–9] for Sobolev-type equations, high-order accuracy schemes were constructed
and studied in classes of nonsmooth solutions.

Initial high-order accuracy difference schemes for multidimensional parabolic equations were deve-
loped and analyzed in [10–12], where it was demonstrated that fourth-order accuracy in spatial variables
and second-order accuracy in time could be achieved. In [13–15], compact difference schemes for various
parabolic equations were constructed and investigated. In particular, monotone difference schemes for
linear non-homogeneous parabolic equations and Fisher (Kolmogorov–Petrovskii–Piskunov) equations
were constructed in [13]. The convergence of the proposed methods in the uniform metric C is proved.
The results obtained are generalized to arbitrary semilinear parabolic equations with a nonlinear sink
of arbitrary type and to quasilinear equations. Note also the paper [14], which studies compact and
monotone difference schemes: first- and second-order in time and fourth-order in space, developed
for linear, semilinear and quasilinear parabolic equations. Similar results were obtained in [15] for
one-dimensional and multidimensional quasilinear stationary equations; where conservative compact
and monotone difference schemes were constructed. Compact and monotone difference schemes of
the fourth-order accuracy in spatial variables (and first-order in time) that maintain the conservatism
properties were constructed and investigated for the first time in [16]. High-order accuracy difference
schemes for convection-diffusion problems are constructed in paper [17,18].

This paper examines the issues of constructing and studying high accuracy difference schemes for
equation (1) with first kind boundary conditions. In this case, the main attention is paid to obtaining
an estimate of the accuracy of difference schemes in classes of smooth solutions. The approximation
error was studied, stability conditions were obtained, and theorems on the convergence and accuracy
of the considered schemes were proved. In addition, test calculations are performed to confirm the
high accuracy of difference schemes.

1 Statement of the problem

Let the following initial and boundary conditions be specified for (1):

u|t=0 = u0(x), x ∈ Ω = Ω + Γ, (2)

u|x∈Γ=∂Ω̄ = µ(t), t ∈ (0, T ]. (3)

Let u(x, t) ∈ H =
◦
W 1

2 (Ω), ∂u
∂t ∈ L2[0, T ]. Let us put the following problem in correspondence to

(1)–(3):

a3

(
du(t)

dt
, ϑ

)
+ a2(u(t), ϑ) + a1(u(t), ϑ) = (g(t), ϑ), u(0) = u0, ∀ϑ(x) ∈ H, (4)

where

a3(u, ϑ) =

∫∫
Ω

(
3∑

k=1

uxkϑxk + θuϑ

)
dx, a2(u, ϑ) = µ2

∫∫
Ω

3∑
k=1

uxkϑxkdx, a1(u, ϑ) = λ

∫∫
Ω

uϑdx,
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u = u(t) ∈ H, ∀t ∈ [0, T ], i.e. u(t) is a function of abstract argument t with values in Hilbert space

H. In
◦
W 1

2 (Ω) we define the scalar product

(u(x), ϑ(x)) =

∫∫
Ω

(
uϑ+

3∑
m=1

∂u

∂xm
· ∂ϑ
∂xm

)
dx

and the norms

‖u(x1, x2, x3)‖2W 1
2 (Ω) =

∫∫
Ω

(
u2 +

3∑
m=1

(
∂u

∂xm

)2
)
dx.

Here c3 ‖u‖21 ≤ a3(u, u) ≤ C3 ‖u‖21, 0 ≤ a2(u, u) ≤ C2 ‖u‖21, 0 ≤ a1(u, u) ≤ C1 ‖u‖21, c3 > 0,
C1 = C1(λ), C2 = C2(µ), C3 = C3(θ).

2 Approximation in space

We introduce subspace Hh ⊂ H. The scalar product and energy norm [14] in Hh are defined by
(y, ϑ)A = (Ay, ϑ) and ‖y‖A =

√
(y, y)A, respectively. Let us approximate equation (1) in space vari-

ables. We introduce a grid ω̄h = ω̄h1 × ω̄h2 × ω̄h3 , ω̄hm =
{
xm = imhm, im = 0, Nm, hm = lm/Nm

}
,

m = 1, 2, 3 in Ω̄. Here ω̄h = ωh + γh. We define Hh =
◦
W 1

2 (ωh) with the norm defined as

‖ϑ‖21h =

√√√√ N1∑
i1

N2∑
i2

N3∑
i3

h1h2h3

3∑
i=1

(ϑx̄i)
2 ≤M,

where M is a positive constant, ϑ = ϑ(i1h1, i2h2, i3h3),

ϑx̄1 = [ϑ(i1h1, i2h2, i3h3)− ϑ((i1 − 1)h1, i2h2, i3h3)] /h1,

ϑx̄2 = [v(i1h1, i2h2, i3h3)− ϑ(i1h1, (i2 − 1)h2, i3h3)] /h2 ,

ϑx̄3 = [v(i1h1, i2h2, i3h3)− ϑ(i1h1, i2h2, (i3 − 1)h3)] /h3 .

Approximating am(u, ϑ) by quadrature formulas, from (4) we come to the definition of an approxi-
mate grid solution:

a3,h

(
duh(t)

dt
, ϑ

)
+ a2,h(uh(t), ϑ) + a1,h(uh(t), ϑ) = (gh(t), ϑ), ∀ϑ(x) ∈ Hh,

uh(0) = u0,h.

This corresponds to the following problem:

D
duh(t)

dt
+Auh(t) = gh(t), uh(0) = u0,h, (5)

where D =
3∑

m=1
Λm + θE, A = µ2

3∑
m=1

Λm + λE, Λmy = yxmx̄m , uh,0 = Phu0(x), Ph : H → Hh ,

gh(t) = Phg(x, t),

yx1x̄1 = (y((i1 + 1)h1, i2h2, i3h3)− 2y(i1h1, i2h2, i3h3) + y((i1 − 1)h1, i2h2, i3h3))/ h2
1,

yx2x̄2 = (y(i1h1, (i2 + 1)h2, i3h3)− 2y(i1h1, i2h2, i3h3) + y(i1h1, (i2 − 1)h2, i3h3))/ h2
2,
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yx3x̄3 = (y(i1h1, i2h2, (i3 + 1)h3)− 2y((i1h1, i2h2, i3h3)) + y(i1h1, i2h2, (i3 − 1)h3))/ h2
3.

Operators D ∈ Hh and A ∈ Hh are approximates respectively,

L+ θE, µ2L+ λE (6)

with second-order error.
Based on the Taylor expansion formula, we obtain:

Λ̄u =

3∑
m=1

Λmu+

3∑
m,l=1
m6=l

h2
m

12
ΛmΛl +O(|h|4), (7)

where |h| =
√
h2

1 + h2
2 + h2

3. Then, from (7), neglecting O(|h|4), we obtain the following operators:

D̄ = Λ̄ + θE, Ā = µ2Λ̄ + λE, (8)

which approximate (6) to the fourth-order in h. Hence, instead of (5), we obtain the semi-discrete
problem:

D̄
duh
dt

+ Āuh = ḡh, t ∈ (0, T ], uh(0) = uh,0, (9)

where D̄ ∈ Hh, Ā ∈ Hh, ḡh = g +
3∑

m=1

h2m
12 Λmg.

It’s clear that

D = D∗ > 0, D̄ = D̄∗ > 0, A = A∗ > 0, Ā = Ā∗ > 0. (10)

In what follows, in (9), we use u = uh ∈ Hh instead of uh, i.e. equations (9), (10) have the following
form:

D̄u̇+ Āu = ḡ, u(0) = u0, (11)

where u̇ = du/dt.

3 Аpproximation in time

Let y approximate u = uh ∈ Hh. We introduce a grid ωτ = {tn = nτ, n = 1, 2, ...,M, τ = T/M}
uniform in t. Here τ > 0 is the time step. We replace system (11) with the following difference scheme:

D̄y◦
t

+ Āy(σ1,σ2) = ϕ, y0 = u0, y1 = u1, (12)

where y◦
t

= (yn+1 − yn−1)/(2τ), yn = y(tn), u1 = (E − τD̄−1Ā)u0 + τD̄−1g(x, 0), ϕ approximates g,

y(σ1,σ2) = σ1y
n+1 + (1− σ1 − σ2)yn + σ2y

n−1 = yn + τ(σ1 − σ2)y◦
t

+
τ2

2
(σ1 + σ2)yt̄ t, (13)

where yt̄t = (yn+1 − 2yn + yn−1)/τ2. We write the difference scheme (12) using identity (13) in the
following form:

B̄y◦
t

+ τ2D̄yt̄ t + Āy = ϕ, y0 = u0, y1 = u1, (14)

with the operators
D̄ = (σ1 + σ2)Ā/2, B̄ = D̄ + τ(σ1 − σ2)Ā. (15)
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We denote the errors of scheme (14) by z = y − u. Then, from (14) for z, we obtain:

B̄z◦
t

+ τ2D̄zt̄ t + Āz = ψ, z0 = 0, z1 = 0, (16)

where ψ is the approximation error of scheme (14) for the solution u(x, t) of the equation (1). By
direct calculation we can verify that ψ = O(τ2 + |h|4). Now we approximate (11) by the difference
scheme [8]:

D̄yt − γĀẏt + Āy(0.5) = ϕ1, γD̄ẏt + αĀyt + βĀẏ(0.5) = ϕ2, (17)

y0 = u0, ẏ0 = D̄−1(f0 − Āu0), (18)

where yt = (yn+1 − yn)/τ, ẏt = (ẏn+1 − ẏn)/τ, y(0.5) = (yn+1 + yn)/2, ẏ(0.5) = (ẏn+1 + ẏn)/2,

ϕ1 = 1
τ

t+n1∫
tn

ḡ(t)dt, ϕ2 = 1
γτ

tn+1∫
tn

ḡ(t)(s1ϑ
(1)
2 + s2ϑ

(3)
2 )dt, s1 = 15γ − 35α/3, s2 = 140γ − 350α/3,

ϑ
(1)
2 = 1/2, ϑ(3)

2 = τξ(1− ξ) (ξ − 1/2), ξ = τ−1(t− tn). Thus, consider the following algorithms:
— scheme 10 — a difference approximation of fourth order in space (8) and second order in time

(12);
— scheme 20 — a difference approximation of fourth order in space (8) and fourth order in time

(17), (18).

4 Stability and accuracy

To study the stability of scheme (12), we use well-known theorems on the stability of three-layer
difference schemes. Since D̄, B̄ are self-adjoint positive difference operators, according to Theorem 1
from [19, p. 231], provided that the following conditions are met:

Ā > 0, D̄ >
1

4
Ā, (19)

B̄ +
τ

2

ρ− 1

ρ+ 1
Ā ≥ 0, ρ ≥ 1, (20)

the following a priori estimate holds:∥∥yn+1
∥∥
A
≤ ρ‖yn‖A, n = 0, 1, ..., ρ ≥ 1, (21)

where ‖yn‖A = 1
4

∥∥yn + yn+1
∥∥2

Ā
+
∥∥yn+1 − yn

∥∥2

D̄− 1
4
Ā
.

Conditions (19), (20) considering (15) take the following form:(
σ1 + σ2

2
− 1

4

)
Ā > 0, (22)

[
σ1 + σ2

2
+ τ(σ1 − σ2) +

τ

2

ρ− 1

ρ+ 1

]
Ā ≥ 0. (23)

Since ρ ≥ 1, from (22), (23) we obtain that the difference scheme (12) is stable for all τ and h, if its
parameters satisfy the following inequalities

σ1 + σ2 > 0.5, σ1 ≥ σ2. (24)

Consequently, the following theorem holds.

Theorem 1. If conditions (24) are satisfied, scheme (12) is stable with respect to the initial data
and estimate (21) holds for its solution yn ∈ Hh.

Based on Theorem 1 and Theorem 3 in [19, p. 257], the following statement holds.
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Theorem 2. Let conditions (24) be satisfied. Then the solution to the difference scheme (12) is
stable with respect to the initial data and the right-hand side, and for its solution yn ∈ Hh, the
following a priori estimate holds:

∥∥yn+1
∥∥
M
≤ e0.5ctn

(∥∥y0
∥∥
M(0)

+
n∑
k=0

∥∥∥B̄−1
1 ϕk

∥∥∥
D̄

)
, (25)

where B̄1 = B̄/(2τ) + D̄,
∥∥yn+1

∥∥
M

= 1
4

∥∥yn+2 + yn+1
∥∥2

Ā
+
∥∥yn+2 − yn+1

∥∥2

D̄− 1
4
Ā
.

Considering (16) and (25), we obtain the following theorem.

Theorem 3. Let conditions (24) be satisfied. Then the solution to scheme (12) yn ∈ Hh converges
to a smooth solution to the differetial problem (1)–(3), i.e.

‖y(xi, tn)− u(xi, tn)‖1h ≤M(|h|4 + τ2), (xi, tn) ∈ ω̄τh = ω̄τ × ω̄hα , ω̄τ = ωτ ∪ {0} .

Let us consider the accuracy of scheme (17), (18). Let zn = yn − un, żn = ẏn − u̇n. Substituting
yn = zn + un and ẏn = żn + u̇n into (17), (18), we obtain:

D̄zt − γ̄żt + z̄(0.5) = ψ1, γD̄żt + ᾱzt + β̄ż(0.5) = ψ2, z0 = 0, ż0 = 0,

ψ1 = O(τ4), ψ2 = (α+ β − γ)Ā ˙̄u+
τ2

24

[
(α+ 3β − γ)Ā

...
ū − (3γ − 2α

...
ḡ )
]

+O (τ4) ,

where ū = u(t̄n), t̄n = tn + θτ, 0 < θ < 1. Hence, if the following conditions are met

γ = α+ β, α, β, γ = O(τ2), (26)

then ψ1 = ψ2 = O (τ4).
For vector scheme (17), (18) with commuting operators D̄ and Ā, i.е. ĀD̄ = D̄Ā, the following

estimate was obtained in [8]:

‖uh(t)− u(t)‖Ā + ‖uh,t(t)− ut(t)‖D̄ ≤Mτ4.

Condition ĀD̄ = D̄Ā is overloaded. To avoid it, we introduce w = D̄1/2y, ẇ = D̄1/2ẏ instead of
y, ẏ. Note that (D̄1/2)

∗
= D̄1/2 > 0 and there is an inverse operator D̄−1/2 = (D̄−1/2)

∗
> 0.

After obvious transformations, from (17), (18) we obtain:

D̃wt − γÃẇt + Ãw(0.5) = ϕ̃1, γD̃ẇt + αÃwt + βÃẇ(0.5) = ϕ̃2, (27)

w0 = D̄1/2u0, ẇ0 = D̄1/2(ḡ0 − Āu0),

where ϕ̃j = D̄−1/2ϕj , j = 1, 2, D̃ = E, Ã = D̄−1/2ĀD̄−1/2. Here D̃, Ã are self-adjoint, positive, and
commutating operators. Eliminating ẇ from (27) we obtain:

B1w
n+1 +B2w

n +B3w
n−1 = τ Fn, n = 1, 2, ..., (28)

where w0, w1 are given

B1 = γD̃2 +
τ

2
(γ + β)ÃD̃ +

τ2

12
(3β + α) Ã2,

B2 = −2γD̃2 +
τ2

6
(3β − α) Ã2,
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B3 = γD̃2 − τ

2
(γ + β)ÃD̃ +

τ2

12
(3β + α) Ã2,

Fn =
(
γD̃ +

τ

2
βÃ
)
ϕ̃n1 +

τ2

12
Ãϕ̃n2 −

(
γD̃ − τ

2
βÃ
)
ϕ̃n−1

1 − τ2

12
Ãϕ̃n−1

2 .

We rewrite equation (28) in canonical form:

Bwo
t

+ τ2Rwtt +Aw = F . (29)

The operators in (29) have the following form:

B̄ = τ(B1 −B3) = τ(γ + β)ÃD̃,

R̄ =
1

2τ
(B1 +B3) =

1

τ

(
γD̃2 +

τ2

12
(3β + α)Ã2

)
,

Ā =
1

τ
(B1 +B2 +B3) = τβÃ2,

F̄ = τγD̃ϕ̃n1,t̄ + τβÃ
ϕ̃n1 + ϕ̃n−1

1

2
+
τ2

12
Ãϕ̃n2,t̄. (30)

Here B̄, Ā are self-adjoint positive operators, R̄∗ = R̄.
The scheme stability condition (29) R̄ > Ā/4 is satisfied if,

α > 0, γ > 0, (31)

β is a free parameter. Therefore, based on the methodology given in [19, 20], for solving scheme (29),
we obtain the following estimate:

‖wn‖2Ā ≤
∥∥w0

∥∥2

Ā
+

1

2

n∑
k=0

τ
∥∥F̄k∥∥2

B̄−1 . (32)

From (32) considering (30), we obtain:

‖yn‖
Ã2 ≤

∥∥y0
∥∥
Ã2 +

Mmax
k

(
γ√

β(γ + β)

∥∥∥ϕ̃k1,t̄∥∥∥
Ã−1D̃

+

√
β

γ + β

∥∥∥∥∥ ϕ̃k1 + ϕ̃k−1
1

2

∥∥∥∥∥
ÃD̃−1

+
τ2

12
√
β(γ + β)

∥∥∥ϕ̃k2,t̄∥∥∥
ÃD̃−1

)
, (33)

where M is a positive constant.
Let us apply (33) to estimate the error z = y − u of scheme (29), which satisfies equation B̄z◦

t
+

τ2R̄zt̄t + Āz = ψ, where ψ = F̄ − (B̄u◦
t

+ τ2R̄ut̄t + Āu). Hance, we get the following estimate for z:

‖zn‖Ã2 ≤

Mmax
k

(
γ√

β(γ + β)

∥∥∥ψk1,t̄∥∥∥
Ã−1D̃

+

√
β

γ + β

∥∥∥∥∥ψk1 + ψk−1
1

2

∥∥∥∥∥
ÃD̃−1

+
τ2

12
√
β(γ + β)

∥∥∥ψk2,t̄∥∥∥
ÃD̃−1

)
.

Here ψ1, ψ2 are the approximation errors of the vector scheme (17).
Similarly we obtain results for ż = ẏ − u̇(tn). Therefore, ‖zn‖Ã2 = ‖un − yn‖Ã2 = O(τ4) and

‖żn‖Ã2 = ‖u̇n − ẏn‖Ã2 = O(τ4) at time point tn, n = 1, 2, . . . Based on (26), (31), (33), we obtain the
following result.
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Theorem 4. Let conditions (26), (31) be satisfied. Then, for u(x, t) ∈ C6[0, T ], scheme (17), (18)
converges to the solution to problem (11), i.e. the following accuracy estimates hold:

‖z(t)‖Ã2 ≤Mτ4, ‖ż(t))‖Ã2 ≤Mτ4, ∀t ∈ [0, T ].

Similarly, we obtain accuracy estimates for scheme 20.

Theorem 5. Let the approximation conditions (26) be satisfied. Then, if condition (31) is satisfied,
the solution to scheme 20 converges to a sufficiently smooth solution to problem (1)–(3), i.e.

‖z(t)‖1h + ‖ż(t)‖1h ≤M(|h|4 + τ4), z, ż ∈ Hh.

5 Algorithm for implementing the scheme

To implement (27) we rewrite it in the following form:

m11w
n+1 +m12ẇ

n+1 = φ1, m21w
n+1 +m22ẇ

n+1 = φ2, (34)

where

m11 = D̃ + τÃ/2, m12 = −τ2Ã/12, m21 = αÃ, m22 = γD̃ + τβÃ/2,

φ1 = τϕ̃1 +
(
D̃ + τÃ/2

)
wn − τ2Ãẇn/12, φ2 = τϕ̃2 + αÃwn +

(
γD̃ + τβÃ/2

)
ẇn.

The integrals ϕ̃1, ϕ̃2 can be calculated, for example, using Simpson’s formula.
Considering the commutability of Ã, D̃, we eliminate ẇn+1 from (34):

Cyn+1 = F, (35)

where C = γD̃2 + τ(β + γ)ÃD̃/2 + τ2(3β + α)Ã2/12, F = m22φ1 −m12φ2.
To solve (35), we factorize the operator C:

C = γ C1C2 = γ[D̃2 − (x1 + x2)τÃD̃ + x1x2τ
2Ã2], Ck = (D̃ − xkτÃ), k = 1, 2.

Therefore, the algorithm for solving (35) has the following form:

γC1w̄ = F, C2w
n+1 = w̄.

The value of ẇn+1 is determined from(
γD̃ + τβÃ/2

)
ẇn+1 = φ2 − αÃwn+1.

The implementation of scheme (12) is not difficult, for example, for σ1 = σ2 = σ, it is implemented as
follows:

(D̄ − στĀ)yn+1 = (1− 2σ)τĀyn + (D̄ + στĀ)yn−1 + τφ, n = 1, 2, ...,

y0 = uh,0, y1 = uh,1.
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6 Numerical experiments

6.1 One-dimensional case

Let us choose the parameters of problem (1)–(3): l = π, T = 1, µ = θ = 1, λ = −1. Then,
instead of (1)–(3), we obtain:

∂

∂t

(
∂2u

∂x2
− u
)

+
∂2u

∂x2
− u = 0,

(x, t) ∈ QT = {x : 0 < x < π, t ∈ (0, 1]},

u(0, t) = u(π, t) = 0, t ∈ (0, 1],

u(x, 0) = sinx, x ∈ [0, π].

The exact solution is u(x, t) = e−t sinx. The parameters of scheme (17), (18) are given by the values
of γ = τ2, α = 9τ2/7, β = −2τ2/7.

The order of the convergence rate is determined by the following formulas: ph = log2(‖z‖ /
∥∥z1/2

∥∥),
pτ = log2(‖z‖ /

∥∥z1/2

∥∥), where z1/2 = yh/2,τ/2 − uh/2,τ/2.

T a b l e 1

Convergence rates in spatial and temporal variables

h τ Error Order
0.01 0.01 0.00038 −
0.005 0.005 1.93E − 05 4.26

0.0025 0.0025 1.27E − 06 3.93

0.00125 0.00125 8.09E − 08 3.98

6.2 Two-dimensional case

We choose the parameters of problem (1)–(3) in the following form: l1 = l2 = π, T = 1, µ = θ = 1,
λ = −1. Then, instead of (1)–(3), we obtain:

∂

∂t

(
∂2u

∂x2
+
∂2u

∂y2
− u
)

+
∂2u

∂x2
+
∂2u

∂y2
− u = 0,

(x, y, t) ∈ QT = {(x, y) : 0 < x < π, 0 < y < π, t ∈ (0, 1]},

u(x, y, t) = 0, (x, y) ∈ ∂Ω̄, t ∈ (0, 1],

u(x, y, 0) = sinx sin y, x ∈ [0, π], y ∈ [0, π].

The exact solutions is u(x, y, t) = e−t sinx sin y. The parameters of scheme (17), (18) are given by
the values of γ = τ2, α = 9τ2/7, β = −2τ2/7.

T a b l e 2

Convergence rates in spatial and temporal variables

h1 h2 τ Error Order
1/10 1/10 0.05 3.78E − 02 −
1/20 1/20 0.05 2.49E − 03 3.97

1/40 1/40 0.05 1.61E − 04 3.98

1/80 1/80 0.05 1.01E − 05 3.97

Tables 1 and 2 show the rate of convergence of the approximate solution to the exact solution when
conditions (26), (31) are satisfied.
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Conclusion

A high-accuracy numerical method was developed and investigated for solving the first boundary
value problem for a pseudoparabolic equation. Based on the stability theory results for difference
schemes, it was possible to obtain a priori estimates and, on their basis, prove the convergence of the
constructed algorithm with a fourth-order rate in both variables. An algorithm for implementing the
methods is given. Based on a computational experiment, test calculations were verified to confirm the
theoretical data.
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The intrinsic geometry of a convex surface in Galilean space
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This paper investigates the intrinsic geometry of a convex surface in the Galilean space R1
3. The Galilean

space, as a special case of a pseudo-Euclidean space, possesses a degenerate metric. The angle between two
directions is defined using a parabolic method, which is itself degenerate. The three-dimensional Galilean
space, similar to the Euclidean space, is based on a three-dimensional affine space. While the fundamental
geometric objects in these spaces coincide structurally, the geometric quantities associated with them differ
significantly from those in Euclidean geometry. It becomes necessary to introduce and rigorously define
various geometric characteristics of objects in Galilean space. Therefore, special attention in this work is
given to the total angle around the vertex of a cone, the angle between curves on a convex surface, and
the variation of curve turning on a convex surface. A geodesic on a convex surface is defined as a curve
with bounded variation of turning. A triangle is defined as a curve homeomorphic to a circle, bounded by
three geodesics. Using the concept of the total angle around the vertex of a cone, we define the intrinsic
curvature of convex surfaces in Galilean space and obtain an analogue of the Gauss–Bonnet theorem for
convex surfaces in Galilean geometry. The results obtained extend classical notions of intrinsic geometry
under a degenerate metric.

Keywords: Galilean space, convex surface, intrinsic geometry, intrinsic curvature, Gauss–Bonnet theorem,
degenerate metric, tangent cone, geodesic, curves with bounded variation of turning.

2020 Mathematics Subject Classification: 53A35, 52A38, 53A05.

Introduction

Modern differential geometry successfully applies methods of both intrinsic and extrinsic geometry
to the study of curves and surfaces in various spaces. One such space is the Galilean space R1

3, where
a degenerate metric coexists with the affine structure. This metric does not depend on all coordinates,
leading to fundamental differences in the definitions of distances, angles, and curvature, as compared
to the Euclidean case.

It is well known that the study of surface geometry is traditionally divided into “intrinsic” and
“extrinsic” components. In Euclidean space, the first fundamental form plays a central role in intrinsic
geometry. However, in Galilean space, the first fundamental form of a surface is degenerate, and
Gauss’s theorem, stating that the Gaussian curvature of a surface can be expressed entirely in terms of
the coefficients of the first fundamental form and their derivatives-does not hold. Therefore, it becomes
necessary to redefine intrinsic curvature, highlighting specific geometric characteristics that arise due
to the degeneracy of the metric.

The aim of this paper is to define the fundamental geometric characteristics of convex surfaces and
to construct an analogue to the intrinsic geometry of a surface within the Galilean space. Due to the
degenerate nature of the metric, it is not possible to directly apply classical Euclidean definitions such
as geodesics, arc length, or intrinsic curvature. Consequently, this paper introduces new approaches:
using angles between generators of tangent cones, curves with bounded variation of turning, and
cylindrical mappings.
∗Corresponding author. E-mail: aartykbaev@mail.ru
Received: 23 June 2025; Accepted: 4 September 2025.
c© 2025 The Authors. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/)
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This work builds upon the results of previous studies by A.D. Alexandrov and O. Roschel, and
contributes to the further developing of the theory of convex surfaces in pseudo-Euclidean spaces [1,2].

Since the 2000s, there has been an increasing interest in the geometry of Galilean space. In this
context, special attention should be given to the works [3–5].

1 Galilean space and fundamental concepts

The Galilean space R1
3 is an affine space A3 equipped with two scalar products defined for vectors

X = {x1, y1, z1} and Y = {x2, y2, z2}:
1. (X,Y ) = (X,Y )1 = x1 · x2,
2. (X,Y ) = (X,Y )2 = y1 · y2 + z1 · z2, when (X,Y )1 = 0.
The norm of a vector is defined as the square root of its scalar square, and the distance between

two points equals the norm of the vector connecting them [6].
The motions of Galilean space, i.e., linear transformations preserving distances between correspon-

ding points, are described by the system [7]:

x′ = x+ a,

y′ = αx+ y cosφ+ z sinφ+ b,

z′ = βx− y sinφ+ z cosφ+ c.

Here a, b, c are translation parameters, α, β correspond to a Galilean shear (related to the parabolic
angle h), and ϕ denotes the Euclidean rotation angle in the (y, z)-plane.

Let e1 = (1, 0, 0), e2 = (0, 1, 0), e3 = (0, 0, 1) be an orthonormal basis of the space. Then it is easy
to establish that a motion maps a plane parallel to the vectors e2, e3 into another parallel plane. These
planes are Euclidean and are called special planes. Planes not parallel to e2 and e3 are called planes
in general position. Vectors parallel to special planes are also called special vectors.

A sphere in Galilean space R1
3 is a set of all points equidistant from a point X0 and is defined by

the equation:
(x− x0, x− x0) = r2.

If the center of the sphere is at the origin and the radius is 1, then

(x, x)1 = x2 = 1.

The set of all points whose coordinates satisfy the sphere equation forms a set of parallel special
planes located at unit distance from the origin.

Unit vectors in the directions of X and Y have the coordinates:

X̃ =

{
1,
y1

x1
,
z1

x1

}
, Ỹ =

{
1,
y2

x2
,
z2

x2

}
.

These vectors are the radius vectors of points on the unit sphere.
The angle between spatial vectors is defined as the distance between the endpoints of their corre-

sponding unit vectors on the sphere, and is given by:

h =

√(
y1

x1
− y2

x2

)2

+

(
z1

x1
− z2

x2

)2

.

It is evident that 0 ≤ h < ∞, and h → ∞ if one of the vectors approaches a special direction.
When h = 0, the vectors are parallel.
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The angle between a spatial vector X̃ = (x1, y1, z1) and a special vector Ỹ = (x2, y2, z2) is defined
as:

f =
( ~X, ~Y )

|Y |2
=

y1
x1
y2 + z1

x1
z2√

y2
2 + z2

2

.

The geometric interpretation of the angle f is the projection length of the unit vector X̃ onto the
direction of Ỹ in the special plane. The projection is taken along the vector e1. If ~X is parallel to e1,
then f = 0.

The angle between special vectors is given by the standard Euclidean formula:

cosϕ =
y1y2 + z1z2√

y2
1 + z2

1 ·
√
y2

2 + z2
2

=
( ~X, ~Y )2

| ~X|2 · |~Y |2
.

Thus, the angle between lines in Galilean space is defined via the angle between their direction
vectors.

Let F be a surface in R1
3 that does not possess special tangent planes. We introduce a special

curvilinear coordinate system by considering all intersections of F with special planes x = const. We
choose the family of curves formed by these intersections as u = u0 coordinate lines, and arbitrary
transverse curves on F as v = v0 lines. Then the surface can be parameterized as:

~r(u, v) = ue1 + y(u, v)e2 + z(u, v)e3.

Here, the vectors ~ru and ~rv form a basis of the Galilean tangent plane at each point. The direction
of ~rv corresponds to the distinguished direction in the Galilean plane.

Let a curve on F be given by the equation v = v(u). The arc length of the curve between points
A(u0) and A(u1), where u0 6= u1, is computed as follows:

ds = |~rudu+ ~rvdv| = |du|.

Hence, the square of the arc length differential on the surface equals the square of the increment of the
coordinate u:

ds2 = du2.

This expression is referred to as the first fundamental form of the surface.
When du = 0, i.e., u = const, the corresponding curve lies entirely in a special plane. In this case,

the differential of arc length is given by

ds2 = (y2
v + z2

v)dv2 = G(u, v)dv2.

We refer to this as the first supplementary fundamental form of the surface. Thus, with the chosen
curvilinear coordinates, the coefficients of the first fundamental forms are E1 = 1, and G = y2

v + z2
v .

Suppose two points emanate from a point M(u0, v0) on a surface in general position (i.e., whose
tangents are not parallel to a special plane). Let d~r and δ~r be the differentials of the radius vector
along these curves. The angle θ between them is defined as the angle between the vectors d~r and δ~r.

Hence,

θ =
√
G(u, v)

(
dv

du
− δv

δu

)
.

Similar to the Euclidean case, the concept of surface area can be introduced. The area of a domain
D on the surface is given by

S =

∫∫
D

√
G(u, v) du dv.
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2 Convergence of convex surfaces in R1
3

The degeneracy of the scalar product induces a degenerate metric in the Galilean space R1
3. If

two points lie on different planes, then the distance between the special planes to which they belong
is defined as the distance between the points. When the points lie on the same special plane, the
distance between them is defined as the length of the segment connecting them. Special planes in R1

3

are Euclidean planes.
Suppose that a sequence of convex polyhedra Fn converges to a convex surface F , and a sequence

of points xn ∈ Fn converges to a point x ∈ F .
We consider only such approximations for which the points xn and yn-converging respectively to x

and y-remain at distances of the same order.

Theorem 1. Let a sequence of closed convex polyhedra Fn converge to a closed convex surface F ,
and let sequences of points xn, yn ∈ Fn converge to points x, y ∈ F , respectively. Then the distances
between xn and yn, measured on Fn, converge to the distance between x and y, measured on F , i.e.,

ρF (x, y) = lim
n→∞

ρFn(xn, yn).

Proof. Suppose the points xn and yn lie on different special planes and converge to points x and y
lying on corresponding special planes. Then we have:

ρEn(xn, yn) ≤ ρE(x, y),

where ρE denotes Euclidean distance. Moreover, in Galilean space, for points lying on different special
planes, the distances are equal:

ρFn(xn, yn) = ρF (x, y),

since in this case the measured distance is formally defined: it does not depend on the surface itself.
If the points xn and yn lie on the same special plane, then the metric is considered as a second-

order metric, and we have ρ2(xn, yn) = ρE(xn, yn). Instead of computing the direct distance between
the points, we consider the length Ln of a polygonal line on the special plane connecting xn and yn.
This broken line arises from the intersection of Fn with the special plane. Since the special plane is
Euclidean, distances on Fn within it are measured via the polygonal path joining xn and yn, and thus

ρ2(xn, yn) = Ln(xn, yn).

When Fn → F , the Euclidean length of the polygonal line Ln(xn, yn) converges to the length of
the curve L(x, y) on the special plane. Therefore,

lim
n→∞

ρ(xn, yn) = lim
n→∞

Ln(xn, yn) = L(x, y) = ρ2(x, y).

The theorem is thus proved.

3 The total angle around the vertex of a cone

The definition of the total angle around the vertex of a cone in Galilean space was introduced in
the work [8] of A. Artykbayev. The main challenge in this definition lies in the concept of the angle
between a vector and a special plane. Therefore, cones are divided into two classes: cones that do not
have special supporting planes and cones that do.

In both cases, the total angle around the cone’s vertex is defined using a circle of unit radius
centered at the vertex of the cone.
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When the cone does not possess special supporting planes, the total angle around its vertex is
defined via the intersection of the cone with special planes. Since special planes determine a sphere in
Galilean space [8], intersecting the cone with these planes yields hyperbolas with asymptotes parallel
to lines passing through the cone’s vertex.

The sphere in Galilean space consists of two parallel special planes. If one of these sections is
reflected symmetrically onto the other, we obtain both branches of the hyperbola on the same special
plane.

Let V be a convex cone in R1
3 that does not have any special supporting plane. Intersect V with

a special plane π0 passing through the cone’s vertex. Let µ1 and µ2 be the generatrices of the cone
lying on this intersection. Let γ1 and γ2 be the curves formed by intersecting the cone V with the unit
sphere of Galilean space, i.e., with the pair of special planes located at unit distance from the cone’s
vertex. Clearly, the curves γ1 and γ2 have asymptotes parallel to the lines µ1 and µ2, respectively.

This configuration, when visualized on a special plane, appears as shown in Figure 1.

Figure 1. Intersection of a convex cone with special planes in Galilean space R1
3

Let us denote the angular quantity by

ω = AD +BC −
^
AB −

^
DC > 0.

The total angle around the cone’s vertex is defined as the limit of ω as the points A,B,C,D on
the respective branches of the curves γ1 and γ2 tend to infinity.

In [8], the limit was proven to be bounded. Furthermore, in [9], an analytical formula for this total
angle was obtained when the equations of the curves γ1 and γ2 are known explicitly.

To define the curvature of fundamental sets on a convex surface, we use of the total angle around
the cone’s vertex in Galilean space.

When the cone has special supporting planes, its intersection with the unit sphere centered at the
vertex is a closed curve. The length of this closed curve is then taken as the total angle around the
vertex of the cone possessing a special supporting plane [10,11].

4 Angle between curves on a convex surface in Galilean space R1
3

To define the angle between two curves on a convex surface, we use the angle between the genera-
trices of the tangent cone. At every point on a convex surface in Galilean space, a tangent cone exists.
This follows from the fact that Galilean space is affine, and affine structures are preserved in Galilean
geometry.
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When the convex surface is regular, the tangent cone degenerates into a plane. The geometry on
this plane is Galilean.

Let l1 and l2 be two generatrices of a convex cone V , directed into the same half-space with respect
to a special plane π0. The generatrices l1 and l2 intersect the curve γi (for i = 1 or 2, depending on
the direction of l1 and l2). The length of the arc of the curve γi enclosed between l1 and l2 is taken as
the angle ϕ+ between them.

We intersect the cone V with a plane passing through the bisector of the angle formed by the
generatrices µ1 and µ2, and parallel to the Ox-axis. This intersection is referred to as the principal
section of the cone V .

Generatrices of the cone directed into opposite half-spaces with respect to both the special plane
and the principal section, and forming equal angles with the generatrices lying in the principal section,
are called conjugate generatrices. The angle between conjugate generatrices is defined to be half of the
total angle around the vertex of the cone.

When l̃1 and l̃2 are generatrices directed into different half-spaces divided by the special plane π0,
the angle between them is given by

ϕ−{l̃1, l̃2} =
ω

1
− β?,

where β? is the angle ϕ−{l̃1, l̃2
?
}, and l̃2

?
is the generatrix conjugate to l̃2. It is easy to verify that

ϕ+{l̃1, l̃2
?
} = ϕ−{l̃1

?
, l̃2}.

It can be shown that for three generatrices of the cone not directed into the same half-space and
distinct from µ1 and µ2, the sum of the angles between them equals the total angle around the vertex
of the cone.

If the cone V degenerates into a plane or a dihedral angle, the defined angles ϕ+ and ϕ− coincide
with the angle between rays in the Galilean plane R2. In such cases, the total angle is zero.

Now consider an arbitrary point M on the surface F , and let V be the tangent cone at this point.
Let {γ} denote the family of curves on the surface F issuing from the point M and having a direction
not lying in the special plane π0. The direction of any curve in {γ} coincides with a generatrix of the
tangent cone V .

The angle between two such curves issuing from the point M on the convex surface F is defined as
the angle between their directions — that is, the angle between the corresponding generatrices of the
tangent cone.

This notion of angle does not satisfy all the properties of angles between curves on convex surfaces
in Euclidean geometry. For instance, in Euclidean space, if L1, L2, and L3 are three curves forming
angles α1, α2, and α3, then the sum of any two of these angles is at least as great as the third.

This property holds in Galilean space only for curves directed into the same half-space.
The angle defined in this manner is naturally called the “parabolic angle”. It can take any positive

value. When the direction of one of the curves tends to lie infinitely close to the special plane, the
angle increases without bound.

5 Curves of bounded variation of turning in R1
3

To introduce the analogue of a shortest path in R1
3, we first define curves of bounded variation

of turning. Let γ be a curve in the space R1
3 connecting points A and B that lie on different special

planes. Inscribe a polygonal line Ln into γ, and denote by µ(Ln) the sum of (parabolic) angles of this
polygonal line. The upper limit of the values µ(Ln) over all such inscribed polygonal lines Ln is called
the variation of turning of the curve γ. If µ(γ) is finite, then γ is called a curve of bounded variation
of turning.

38 Bulletin of the Karaganda University



The intrinsic geometry ...

Lemma 1. If γ is a curve of bounded variation of turning connecting points A and B on different
special planes, then it intersects each special plane of R1

3 in at most one point.

Proof. Suppose γ has two points of intersection with some special plane, or contains a component
lying entirely within a special plane. Then one can inscribe a polygonal line Ln such that at least one
of its segments lies entirely within the special plane. The angle of the polygon at the ends of such a
segment becomes unbounded. This contradicts the boundedness of the variation of turning.

Lemma 2. If γ is a curve of bounded variation of turning in Galilean space R1
3, then it also has

bounded variation of turning in Euclidean space.

Proof. Let Ai−1Ai and AiAi+1 be segments of a polygonal line inscribed in γ. Let hi be the angle
between these segments in R1

3, and ϕ?i be the Euclidean measure of that angle. Then the following
inequality holds:

0 ≤ ϕ?i ≤ tanϕ?i ≤ hi.

Since γ is of bounded variation in R1
3, we have

n∑
i=1

hi < ∞, and thus
n∑
i=1

ϕ?i is also finite. Therefore,

the variation of turning in Euclidean space is bounded.

Lemma 3. Curves of bounded variation of turning have right and left semi-tangents at every point.
These are not parallel to the special plane.

This follows from the properties of Euclidean curves of bounded variation of turning. Since such
curves also have bounded variation in Euclidean space, the tangents cannot be parallel to the special
plane; otherwise, it contradicts boundedness.

Variation of turning can also be defined equivalently. Let γ be a curve with a right (or left) semi-
tangent at each point. Take a finite number of points Ak on γ, and at each point place the right
semi-tangent tk. The supremum of the sum of angles between successive semi-tangents over all such
finite systems of points Ak is called the variation of turning of γ. This definition is equivalent to the
one given above, as proved analogously in Euclidean geometry [12].

Let A and B be points on different special planes in R1
3. Consider circular cones SA and SB with

vertices at A and B, respectively, and with their directrices centered along the segment AB (lying
in a special plane). These cones intersect. The class of closed convex surfaces formed by all possible
intersections of such cones is denoted by SAB.

Lemma 4. If mAB is a family of curves connecting A and B and having variation of turning not
greater than N , then there exists a surface F in the class SAB such that all curves in the family lie
within F .

Proof. From the set of surfaces, choose one. For this surface the total angle around the vertices
satisfies:

γA = γB = 2πN.

Consider a broken line consisting of the generatrices of intersecting cones SA and SB, with a vertex
at their intersection point. The turn at this vertex is not less than N . This follows from the triangle
formed by the broken line and the segment AB, where the base angles are N , and the vertex angle is
at least the sum of the base angles. The same argument applies if any vertex of the broken line does
not correspond to a generatrix of surface F . In such case, that part cannot lie on the cone, implying
the curve cannot lie outside F .

Theorem 2. Let γ1, γ2, . . . , γn be an infinite sequence of curves with bounded turning variation,
each with variation no greater than N . If γn converges to a curve γ, then γ is also with bounded
turning variation and its variation does not exceed N .
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Proof. The proof is analogous to the corresponding result in Euclidean space [12].
Let X and Y be arbitrary points on a convex polyhedron Q without special supporting planes. If

X and Y lie on the same special plane, they are connected by a planar convex polygon with bounded
turning. If they lie on different special planes, they can still be connected by a polygonal line on Q
with bounded turning.

Lemma 5. Any two points X and Y on a convex polyhedron Q without special planes can be
connected by a polygonal line LXY on Q with bounded turning.

Proof. Let points X and Y lie on the singular planes πX and πY , respectively. Consider the
intersection of the polyhedron Q with the singular planes πX and πY , and denote by QAB the portion
of Q between these two planes. At the points X and Y , the boundary of the polyhedron QAB has two
directions: l1X , l2X at X and l1Y , l2Y at Y .

Now consider the spatial segment connecting the points X and Y . We construct through X and Y
a general-position plane πXY such that the boundary edge directions of the broken line LXY , formed by
the intersection of πXY with the polyhedron QXY , do not coincide with the directions of the boundary
at X and Y . The broken line LXY contains no segments lying on singular planes. Indeed, the extreme
segments are chosen in such a way that they do not lie on any singular plane. The intermediate
segments cannot lie on singular planes either, since the polyhedron Q contains no such planes.

Since the plane πXY is in general position, it is a Galilean plane. Consider the convex polygon
formed by the segment XY and the broken line LXY on this plane. In this polygon, the sum of the
angles not supported by singular directions equals the sum of the angles with singular supporting
directions. Hence,

µ(LXY ) = αX + αY ,

where αX and αY are the angles at the vertices X and Y supported by singular directions. These
values αX and αY are finite because the segment XY and the extreme edges of the broken line LXY ,
which form these angles, are spatial (i.e., not singular). Therefore, the value µ(LXY ) is bounded. This
completes the proof of the lemma.

Consider a sequence of convex polyhedra Fn with common boundary Ln, all lacking special sup-
porting planes. Suppose each Ln is a polygonal line with bounded turning on Fn, and the sequence
Fn converges to a convex surface F with boundary L.

Lemma 6. If a sequence of polygonal lines γn with bounded turning on Fn converges to a curve γ
on F , then γ also has bounded turning variation.

This follows from Theorem 2 and the assumption that F does not have special supporting planes.

6 An analogue of a geodesic on a surface in R1
3

The degeneracy of the metric in Galilean space R1
3 prevents the definition of a geodesic via standard

metric methods. The distance between two points lying on different special planes is equal to the
interval between those planes [13].

An interesting phenomenon arises: all curves connecting two given points that do not lie on the
same special plane have equal length. This effect can be interpreted within Newtonian mechanics as
worldline length invariance connecting given events. In other words, in Newtonian mechanics, time
is independent of the velocity of bodies. Hence, the natural question arises — by what criterion can
a curve on the surface be distinguished as a substitute for the shortest path, i.e., a curve possessing
properties similar to those of a Euclidean geodesic?

Let F be a convex surface in Galilean space. Consider a family {γ} of curves lying on the surface
and connecting two given points on the Galilean surface.
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Definition 1. A curve γ from the family {γ} that has the least turning variation is called the
shortest curve between the given points on the surface.

This provides one possible definition of a geodesic in R1
3.

Accordingly, a geodesic is defined as a continuous curve that is the shortest (in the sense of minimal
turning variation) over each of its sufficiently small subarcs. A triangle on the surface is defined as
a figure homeomorphic to a circle and bounded by three such shortest curves. A geodesic triangle is
defined as a figure bounded by three geodesics.

7 Intrinsic curvature of a convex surface

The degeneracy of the metric in Galilean space necessitates a new approach to defining the intrin-
sic geometry of a surface. Intrinsic geometry includes those properties of a surface that depend on
the properties of its metric. In Euclidean space, the intrinsic curvature of a convex surface is fully
determined by the internal metric of the surface. A similar approach in Galilean space does not yield
satisfactory results. Therefore, we attempt to study the intrinsic geometry of a convex surface using
its extrinsic geometry in Galilean space. We define the intrinsic curvature of a set on a convex surface
in Galilean space by analogy with the Euclidean case, initially for three types of “elementary” sets:
open triangles, open geodesics, and points. An open triangle excludes its vertices and sides; its sides
do not lie on special planes. An open geodesic is a geodesic excluding its endpoints.

For an open triangle T on F , the curvature is defined as

ω(T ) = α− β + γ.

Here α, β, γ are the triangle’s angles, and each side lies in a different half-space determined by a special
plane through the vertex.

The curvature of an open geodesic is taken to be zero.
A point’s curvature on a convex surface is defined as the total angle around the vertex of the

tangent cone at that point.
We consider sets on a convex surface that do not share common points pairwise. Such sets are

called “elementary”. Based on the definition of elementary set curvature, we define a bounded set’s
curvature on a convex surface.

Definition 2. The intrinsic curvature of a bounded closed set on a convex surface is defined as the
infimum of the curvatures of all elementary sets containing it.

We define the intrinsic curvature of Borel sets on a convex surface as the least upper bound (supre-
mum) of the curvatures of all bounded closed subsets contained in it.

The definitions of intrinsic curvature of a set on a convex surface in Galilean space given above
are analogous to those in Euclidean geometry. The main difference lies in how the curvature of the
“elementary” (or “basic”) sets is defined.

Let M be an “elementary” set on a convex surface F . Suppose it can be represented as a disjoint
union of basic sets

M =
n∑
i=1

Bi.

Then, the intrinsic curvature of the set M is defined as the sum of the curvatures of its basic compo-
nents:

ω(M) =
n∑
i=1

ω(Bi).

The intrinsic curvature of a Borel set on a convex surface is defined as the exact least upper bound
of the curvatures of all bounded closed subsets contained in it.
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The curvature value of a set on a convex surface does not depend on the particular way it is
decomposed into basic sets.

This fact, along with the non-negativity and complete additivity of the intrinsic curvature of a
convex surface for elementary sets, is proved in the same way as in Euclidean geometry. This is
justified by the observation that the cylindrical mapping of a convex surface can be regarded as the
projection of its spherical mapping onto a cylinder. The generating curve of the cylinder corresponds
to a great circle on the unit sphere. As a result, the cylindrical mapping of a convex surface in
Galilean space inherits all the essential properties of the spherical mapping. These properties ensure
the correctness of the intrinsic curvature’s stated properties.

Theorem 3. The intrinsic curvature of a Borel set on a convex surface is equal to its extrinsic
curvature.

Proof. The concept of extrinsic curvature is defined in [8]. The authors show the cylindrical map-
ping is a projection of the Euclidean spherical mapping onto the sphere in the isotropic space R1

3. The
isotropic sphere is interpreted as the co-Euclidean plane S1

2 . To prove the theorem, it suffices to show
that the curvature of basic sets equals the area of their cylindrical image. Indeed, the spherical image
of an open triangle maps to a triangle on the co-Euclidean plane. The quantity defining the curvature
of the open triangle on F equals the area of the triangle on S1

3 . The intrinsic curvature of an open
geodesic equals the area of its cylindrical image, which is a curve on the plane.

The total angle around the vertex of a cone is taken to be equal to the area of its cylindrical image.
The theorem for any Borel set on a convex surface follows from the fact that the cylindrical mapping

of a convex surface in Galilean space is a central projection of the Euclidean spherical mapping.

Theorem 4. Intrinsic curvature is a non-negative and fully additive function on Borel sets of a
convex surface.

Proof. The extrinsic curvature of convex surfaces in Galilean space is a non-negative and fully
additive function on Borel sets of the surface. Therefore, intrinsic curvature, being equal to extrinsic
curvature, also possesses these properties.

8 Gauss–Bonnet formula in Galilean space

The results obtained in the previous sections allow us to approach a generalization of the Gauss–
Bonnet formula for an arbitrary domain on a convex surface in Galilean space. However, a completely
new difficulty arises here, related to the discontinuity of the angle between vectors when a vector
traverses a closed region. In particular, when one of the vectors is parallel to a singular plane, the
angle between vectors becomes unbounded. To eliminate this peculiarity, the domain must satisfy
certain conditions.

Let Q be a convex domain on a convex surface F , that has no singular supporting planes, and is
bounded by smooth curves

α1, α2, . . . , αk, β1, β2, . . . , βp.

Assume that the curves α1 and βp, as well as αk and β1, share common endpoints A and B, respectively.
The points A and B lie on the singular planes that bound the domain. The directions of the curves
α1, βp at point A, and αk, β1 at point B, are not parallel to the singular planes.

Let ϕi and ψj denote the angles between the curves (αi, αi+1) and (βj , βj+1), respectively. Let ϕ
and ψ denote the angles at the points A and B, respectively.

A domain Q satisfying the above conditions is called admissible.
Then, the following theorem holds.
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Theorem 5. Let D ⊂ F be an admissible domain on a convex surface F in Galilean space. Then
the generalized Gauss–Bonnet formula holds:

∫∫
D

K dσ = ϕ+ ψ −
k∑
i=1

ϕi +

∫
αi

k(αi) ds

− n∑
j=1

ψj +

∫
βj

k(βj) ds

 ,
where:
• K is the Gaussian curvature on the surface F ,
• dσ is the surface area element,
• k(αi), k(βj) are the geodesic curvatures of the boundary curves,
• ds is the arc length element,
• ϕi, ψj are the turning angles between boundary curve segments,
• ϕ, ψ are the interior angles at the corner points A and B.

Proof. We begin by computing the intrinsic curvature of a convex geodesic polygon on a convex
polyhedral surface. Let Fn be a sequence of convex polyhedral surfaces converging to a convex surface
F that has no singular supporting planes.

Let Qn be a geodesic polygon on Fn, bounded by geodesic arcs αin and βjm, such that Qn consists
of a collection of non-overlapping geodesic triangles. These triangles are chosen in such a way that
none of their sides lie on singular planes. Furthermore, the vertices of the polyhedron Fn contained in
Qn are the vertices of these triangles.

By definition, the intrinsic curvature ω(Qn) of the polygon Qn is equal to the sum of the intrinsic
curvatures of the sets contained within it:

ω(Qn) =
∑

ω(Te) +
∑

ω(Xm) +
∑

ω(Ln),

where:
• Te are the open triangles in the triangulation,
• Xm are the vertices of the triangles Te contained in Qn,
• Ln are the sides of the triangles (excluding endpoints).
The intrinsic curvature ω(Ln) = 0 for all segments Ln, since geodesic arcs have zero intrinsic

curvature except at their endpoints.
The vertices of triangles Te in Qn are of two types:
1. vertices located inside the polygon Qn,
2. vertices lying on the boundary of the polygon.

The boundary vertices are further subdivided into:
• points lying on An or Bn,
• points lying on the geodesic arcs αin or βjm.
The sum of all angles around an interior vertex of Qn is equal to the negative of the intrinsic

curvature at that vertex. The angle at a boundary vertex equals the turning angle of the boundary at
that point.

Thus, we obtain:

∑
ω(Te) = ϕn + ψn −

k∑
i=1

(ϕin + ∆αin)−
p∑
j=1

(ψjn + ∆βjn)−
∑

ω(Xm),

where ∆αin, ∆βjn denote the total turning (geodesic curvature integrals) along the respective arcs
αin, βjn.
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Hence, the total intrinsic curvature of the polygon Qn is

ω(Qn) = ϕn + ψn −
k∑
i=1

(ϕin + ∆αin)−
p∑
j=1

(ψjn + ∆βjn)−
∑

ω(Xm).

Finally, passing to the limit and applying arguments analogous to those used in Euclidean geometry,
we obtain the required formula.

In Galilean space, consider a closed surface F possessing two conical points A and B, each admitting
a singular supporting plane. Assume that SA and SB are the tangent cones at points A and B,
respectively. Let the total angles around the vertices of these cones be γA and γB.

Then the Gauss–Bonnet formula for the closed surface F takes the form∫
Φ

K dσ = γA + γB,

where:
• K is the Gaussian curvature,
• dσ is the surface area element,
• γA, γB are the total cone angles at the conical points A and B.
This formula reflects the concentration of curvature at the conical points on the surface and gen-

eralizes the classical result to surfaces with isolated singularities in Galilean geometry.

Conclusion

This work presents a systematic exposition of the intrinsic geometry of convex surfaces in Galilean
space. It is shown that, despite the degeneracy of the metric, it is possible to construct a consistent
theory that incorporates the notions of length, angle, geodesics, and curvature. One of the key results
is the formulation and proof of an analogue of the Gauss–Bonnet theorem, valid for convex surfaces
without special supporting planes. It is also demonstrated that the intrinsic curvature coincides with
the extrinsic curvature defined via cylindrical mapping, highlighting the deep connection between the
intrinsic and extrinsic properties of convex geometry in Galilean space. The results obtained may
serve as a foundation for further investigations of geometric structures in non-smooth spaces and have
potential applications in mechanics, optics, and relativity theory, where space-time models may admit
degenerate metrics. These results can be applied in classical mechanics, where Galilean space models
Newtonian spacetime. They may also be useful in optics and relativity theory for studying degenerate
metrics.
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This paper investigates a mixed-type partial differential equation involving the Caputo fractional derivative
of order ρ ∈ (0, 1) for t > 0, and a classical parabolic equation for t < 0. The problem is studied in an
arbitrary N -dimensional domain Ω with smooth boundary, subject to Dezin-type non-local boundary and
gluing conditions. For the forward problem, existence and uniqueness of the classical solution are established
under suitable assumptions on the data, employing the Fourier method. The influence of the parameter λ in
the non-local boundary condition on solvability is analyzed. Additionally, an inverse problem is considered,
where the source term is separable as F (x, t) = f(x)g(t), with known g(t) and unknown spatial function
f(x). Under certain conditions on g(t), the uniqueness and existence of the solution are proven. This work
extends previous results on mixed-type equations, highlighting the role of fractional derivatives and non-
local conditions in both forward and inverse settings. The findings contribute to the theory of mixed-type
and fractional differential equations, with potential applications in subdiffusion and related processes.

Keywords: mixed type equation, the Caputo derivative, forward problem, inverse problem, Fourier method,
Dezin-type non-local condition, existence and uniqueness, gluing conditions.
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Introduction and formulation of problems

Numerous researchers have investigated boundary value problems for differential equations of mixed
type. These problems first attracted attention through the work of S. Chaplygin, who applied mixed-
type partial differential equations to model gas dynamics. Later, A. Bitsadze [1] demonstrated the
ill-posedness of the Dirichlet problem for the equation uxx + sgn(y)uyy = 0.

Let 0 < ρ < 1. The Caputo fractional derivative of order ρ of a function f is given by [2, p. 336]

Dρ
t f(t) =

1

Γ(1− ρ)

t∫
0

f
′
(τ)

(t− τ)1−ρdτ, t > 0,

provided the right-hand side exists. Here Γ(·) denotes the well-known gamma function.
Let Ω be an arbitrary N -dimensional domain with a sufficiently smooth boundary ∂Ω. Consider

the following mixed-type equation:{
Dρ
t u−∆u = F (x, t), x ∈ Ω, 0 < t ≤ β,

ut + ∆u = F (x, t), x ∈ Ω, −α < t < 0,
(1)
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where F (x, t) is a continuous function and α > 0, β > 0 are given real numbers and ∆ is the Laplace
operator.

The Dezin problem. Find a function u(x, t) satisfying equation (1) and the boundary condition

u(x, t)|∂Ω = 0, t ∈ [α, β], (2)

and the gluing condition
lim
t→+0

u(x, t) = lim
t→−0

u(x, t), x ∈ Ω, (3)

and also the non-local condition

u(x,−α) = λu(x, 0), x ∈ Ω, (4)

where λ = const, λ 6= 0.
This problem is called the Dezin problem due to condition (4). Note that if λ = 0 then we arrive

at the backward problem for the subdiffusion equation.

Definition 1. A function u(t, x) ∈ AC([0, β];C(Ω)) with the properties
1. u(x, t) ∈ C(Ω× [−α, 0]),
2. ∆u(x, t) ∈ C(Ω× (−α, 0) ∪ (0, β]),
3. Dρ

t u(x, t) ∈ C(Ω× (0, β]),
4. ut(x, t) ∈ C(Ω× (−α, 0)),

and satisfying conditions (1)–(4) is called a (classical) solution of the problem (1)–(4).

In equation (1), the derivatives of the function u(x, t) are considered in the open domain. The
condition of continuity for these derivatives in the closed domain Ω is imposed to facilitate a straight-
forward proof of the solution’s uniqueness. The requirement of absolute continuity of the solution for
t ≥ 0 is necessary to exclude singular functions from consideration, as their inclusion would violate the
uniqueness of the solution. Notably, the solution derived via the Fourier method inherently satisfies
these continuity and absolute continuity requirements.

Inverse problem. Let F (x, t) = f(x)g(t), and let the function g(t) be known. Find functions f(x)
and u(x, t), such that f(x) ∈ C(Ω) and the function u(x, t) satisfies conditions (1)–(4) and conditions
of Definition 1, also an additional condition

u(x, t0) = ϕ0(x), x ∈ Ω, (5)

here ϕ0(x) is a given sufficiently smooth function and t0 is a given point in (0, β).
In 1963 A.A. Dezin [3] (see the condition (Γ1)) studied solvable extensions of mixed-type differential

equations. He formulated a boundary value problem characterized by 2π-periodicity and non-local
conditions, where the value of the unknown function within a rectangular domain is related to the
value of its derivative on the boundary. This formulation involves the Lavrentiev–Bitsadze operator
and reflects a significant development in the theory of mixed-type equations.

In works [4–7] non-local boundary value problems of Dezin’s type for mixed-type differential equa-
tions have been investigated. Let us dwell in more detail on these works.

In [4], the following degenerating mixed type equation is considered:

Lu ≡ K(t)uxx + utt − bK(t)u = F (x, t), (6)

in the rectangular domain D = {(x, t) : 0 < x < l, −α < t < β}, where K(t) = (sgn t)|t|m, and
m, b, l > 0 are given real constants. The study addresses an inhomogeneous Dezin-type non-local
boundary condition of the form ut(x,−α) − λu(x, 0) = ψ(x). In [5], a similar problem is examined
under the assumptions m = b = 0, α = l, ψ(x) = 0, and F (x, t) = f(x, t)H(t) (H(t) is the Heaviside
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function), with λ ≥ 0. It is also shown that in the case λ < 0, the homogeneous problem admits a
nontrivial solution. In [6], equation (6) is investigated under the same conditions as in [4], except for
the homogeneous case where F (x, t) ≡ 0. It should be emphasized that all the abovementioned works
focus on forward problems. In the work [8], the forward and inverse problems for equation (1) were
studied. In solving the forward problem, instead of the non-local condition (4), the gluing condition
Dρ
t u(x,+0) = ut(x,−0) was used. The inverse problem of determining the unknown function f(x)

was investigated for the case where g(t) ≡ 1. In [9], the inverse problem is also considered, where the
equation involves for t > 0 a Caputo fractional derivative of order ρ, and for t < 0 the equation is of
hyperbolic type. Furthermore, in [10–12], similar inverse problems are studied for the subdiffusion and
mixed-type equations.

In this paper, we consider the forward problem (1)–(4) and the inverse problem (1)–(5) of deter-
mining the right-hand side.

1 Preliminaries

Let us denote by {vk} the complete orthonormal eigenfunctions in L2(Ω) and by λk (where
the values λk are a sequence of non-negative integers that do not decrease with increasing index
k: 0 < λ1 ≤ λ2 ≤ λ3 ≤ ...) the set of positive eigenvalues of the following spectral problem{

−∆v(x) = λv(x), x ∈ Ω,
v(x) |∂Ω = 0.

(7)

Let σ be an arbitrary real number. In the space L2(Ω), we introduce the operator Âσ , which
operates according to the rule

Â
σ
g(x) =

∞∑
k=1

λσkgkvk(x).

Here gk = (g, vk) are the Fourier coefficients of an element g ∈ L2(Ω). Obviously, this operator Âσ with
the domain D

(
Âσ
)

=
{
g ∈ L2 (Ω) :

∑∞
k=1 λ

2σ
k |gk|

2 <∞
}

is selfadjoint. If we denote the operator
by A in L2 (Ω) acting according to the rule Ag(x) = −∆g(x) and with the domain of definition
D(A) =

{
g ∈ C2(Ω) : g(x) = 0, x ∈ ∂Ω

}
, then the operator Â = Â1 is the selfadjoint extension in

L2 (Ω) of the operator A [13, p. 139].
Our reasoning will largely rely on the methodology developed in the monograph [14].

Lemma 1. [14, p. 453] Let σ > N
4 . Then the following estimate ||Â−σg||C(Ω) ≤ C||g||L2(Ω) holds.

In order to prove the existence of a solution to the forward and inverse problems, it is necessary to
study the convergence of the following series:

∞∑
k=1

λτk |hk|
2 , τ >

N

2
, (8)

here hk are the Fourier coefficients of the function h(x) ∈ L2(Ω). In the case of integer τ, in the paper
by Il’in [13] we obtain the conditions for convergence of such series in terms of function h(x) belonging
to the classical Sobolev space. In order to formulate this condition, let us introduce the class Ŵ 1

2 (Ω)
as a closure in the W 1

2 (Ω) norm of the set of functions from C∞0 (Ω) that vanish on the boundary of
the domain Ω. Il’in’s lemma states that if the function h(x) satisfies the following conditions (we can
take τ = N

2 + 1, if N is even and τ = N+1
2 , if N is odd):

h(x) ∈W [N2 ]+1

2 (Ω) , h(x), ∆h(x), ...,∆[N4 ]h(x) ∈ Ŵ 1
2 (Ω) , (9)
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then the series (8) converges. Similarly, if in (8) τ is replaced by τ +1, then the convergence conditions
are

h(x) ∈W [N2 ]+2

2 (Ω) , h(x), ∆h(x), ..., ∆[N4 ]h(x) ∈ Ŵ 1
2 (Ω) . (10)

Next we recall some properties of the Mittag-Leffler function.
Let µ be an arbitrary complex number. The function defined by the following infinite series

Eρ,µ(z) =
∞∑
k=0

zk

Γ(ρk + µ)

is called a Mittag-Leffler function with two parameters [2, p. 56]. If the parameter µ = 1, then we have
the classical Mittag-Leffler function: Eρ(z) = Eρ,1(z).

Lemma 2. [2, p. 61, Eq. (4.4.5)] For any t ≥ 0 one has

0 < Eρ,µ(−t) ≤ C0

1 + t
,

where the constant C0 does not depend on t and µ.
Lemma 3. [2, p. 47]) The classical Mittag-Leffler function of the negative argument Eρ(−t) is a

monotonically decreasing function for all 0 < ρ < 1 and

0 < Eρ(−t) < 1, Eρ(0) = 1.

Lemma 4. [2, p. 61, Eq. (4.4.5)] Let ρ > 0, µ > 0 and λ ∈ C. Then for all positive t one has

t∫
0

ηρ−1Eρ,ρ(λη
ρ)dη = tρEρ,ρ+1(λtρ).

Lemma 5. [2, p. 57, Eq. (4.2.3)] For all α > 0, µ ∈ C, the following recurrence relation holds:

Eρ,µ(−t) =
1

Γ(µ)
− tEρ,µ+ρ(−t).

Lemma 6. [15] Let λ > 0, 0 < ε < ρ. Then, for all t > 0, the following coarser estimate holds:∣∣tρ−1Eρ,ρ (−λtρ)
∣∣ ≤ Cλε−1tερ−1,

where C > 0 is a constant independent of λ and t.

2 Constructing the solution of the forward problem (1)–(4)

We seek the unknown function u(x, t), which is a solution to the problem (1)–(4), in the form

u(x, t) =

∞∑
k=1

Tk(t)vk(x).

It is easy to see that the unknown coefficients Tk(t) have the form [2, p. 174]

Tk(t) =



akEρ,1(−λktρ) +

t∫
0

sρ−1Eρ,ρ (−λksρ)Fk(t− s) ds, t > 0,

bke
λkt −

0∫
t

Fk(s)e
λk(t−s)ds, t < 0,
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where ak, bk are arbitrary constants, and Fk(t) are the Fourier coefficients of the function F (x, t).
By the gluing condition (3) one has ak = bk. The non-local condition (4) implies:

akδk = F ∗k , (11)

where F ∗k =
0∫
−α

Fk(s)e
λk(−α−s)ds and δk := δk(λ) = e−λkα − λ, k ≥ 1.

If for some k, we have δk = 0, then equation (11) has a solution only if the free term is zero, i.e.,
F ∗k = 0. In this case, the coefficients ak remain arbitrary, and problem (1)–(4) does not have a unique
solution.

Thus, if δk 6= 0 for all k, then the unknown coefficients ak are uniquely determined, and problem
(1)–(4) has a unique solution. Indeed let u ≡ u1 − u2. We have the following problem for u(x, t):{

Dρ
t u(x, t)−∆u(x, t) = 0, 0 < t < β, x ∈ Ω,

ut(x, t) + ∆u(x, t) = 0, −α < t < 0, x ∈ Ω,
(12)

and the conditions (2), (3) and (4).
Assume that u(x, t) satisfies all the conditions of the homogeneous problem, and let vk be an

arbitrary eigenfunction of the spectral problem (7) corresponding to the eigenvalue λk. Let

Tk(t) =

∫
Ω

u(x, t)vk(x) dx, k = 1, 2, . . .

Differentiating under the integral sign with respect to t, which is allowed by the definition of the
solution, and using equation (12), we obtain

Dρ
t Tk(t) =

∫
Ω

Dρ
t u(x, t)vk(x) dx =

∫
Ω

∆u(x, t)vk(x) dx, t > 0,

dTk(t)

dt
=

∫
Ω

∂u(x, t)

∂t
vk(x) dx = −

∫
Ω

∆u(x, t)vk(x) dx, t < 0.

Integrating by parts and using condition (2), we get:

Dα
t Tk(t) = −λkTk(t), t > 0,

dTk(t)

dt
= λkTk(t), t < 0.

The solutions to these equations are given by [2, p. 175]:

Tk(t) = akEρ,1(−λktρ), t > 0, Tk(t) = bke
λkt, k = 1, 2, . . . , t < 0. (13)

Gluing condition (3) translates into: Tk(+0) = Tk(−0). Using this condition, we find ak = bk. Apply-
ing the non-local condition (4) to get: akδk = 0. Since δk 6= 0 for all k ∈ N, ak = bk = 0. Therefore,
from (13), we can see that the right-hand sides must be identically zero, which implies that u(x, t) is
orthogonal to the complete system {vk(x)}. As a result, we conclude that u(x, t) ≡ 0 in Ω.

Thus, we arrive at the criterion for the uniqueness of the solution to the forward problem (1)–(4):

Theorem 1. If there is a solution to the forward problem (1)–(4), then this solution is unique if and
only if the condition δk 6= 0 is satisfied for all k ∈ N.
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So we obtain a formal solution to problem (1)–(4) represented in the form

u(x, t) =



∞∑
k=1

F ∗k
δk
Eρ,1(−λktρ) +

t∫
0

sρ−1Eρ,ρ (−λksρ)Fk(t− s) ds

 vk(x), 0 ≤ t ≤ β,

∞∑
k=1

F ∗k
δk
eλkt −

0∫
t

Fk(s)e
λk(t−s)ds

 vk(x), −α ≤ t ≤ 0.

(14)

To show that these series satisfy the conditions of Definition 1, we need to estimate the denominator
δk from below.

3 Lower estimates for the denominator of the solution to the forward problem (1)–(4)

In this section, we investigate the conditions under which δk may be equal to zero, and for those
cases where δk 6= 0, we derive lower bounds for δk. It is not hard to see that the following lemma is
true:

Lemma 7. Let λ /∈ [0, 1). Then there exists a constant δ0 > 0 such that, for all k ∈ N, the following
estimate holds:

|δk| > δ0, δ0 =

{
|λ|, λ < 0,

λ− e−λ1α, λ ≥ 1.

Proof. We consider two separate cases based on the value of the parameter λ.
Case 1. λ < 0. In this case, since e−λkα > 0, we have:

|δk| = |e−λkα − λ| = |λ|+ e−λkα ≥ |λ| = δ0 > 0.

Case 2. λ ≥ 1. In this case, we observe that e−λkα ∈ (0, 1) for all k ∈ N, and therefore:

|δk| =
∣∣e−λkα − λ∣∣ = λ− e−λkα ≥ λ− e−λ1α = δ0 > 0.

This completes the proof.

Theorem 2. Let λ /∈ [0, 1). Let the function F (x, t) be continuous for all t ∈ [−α, β] and satisfy
condition (10) uniformly with respect to t. Then there exists a unique solution of the forward problem
(1)–(4), determined by the series (14).

Proof. Now we will show the existence of a solution. The formal solution of problem (1)–(4) has
the form

u(x, t) =



∞∑
k=1

F ∗k
δk
Eρ,1(−λktρ) +

t∫
0

sρ−1Eρ,ρ (−λksρ)Fk(t− s) ds

 vk(x), t > 0,

∞∑
k=1

F ∗k
δk
eλkt −

0∫
t

Fk(s)e
λk(t−s)ds

 vk(x), t < 0.

(15)

Let us now show that the sum of series (15) is indeed a solution to the forward problem. Consider
the case for t > 0, and in the case t < 0 the absolute convergence of the solution (15) is proved in
a similar way. This series is the sum of two series. We denote the first sum by −∆S1(x, t), and the
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second by −∆S2(x, t). Let the partial sums of the first and second terms have the following forms,
respectively:

−∆Sj1(x, t) =

j∑
k=1

λk

(
0∫
−α

Fk(s)e
λk(−α−s)ds

)
Eρ,1(−λktρ)

δk
vk(x), (16)

−∆Sj2(x, t) =

j∑
k=1

λk

 t∫
0

ηρ−1Eρ,ρ (−λkηρ)Fk(t− s) ds

 vk(x). (17)

In what follows, the symbol C will denote a positive constant, not necessarily the same one.
Let σ > N

4 . Since Â
−σvk(x) = λ−σk vk(x), we have by (16)

−∆Sj1(x, t) = Â−σ
j∑

k=1

λσ+1
k

(
0∫
−α

Fk(s)e
λk(−α−s)ds

)
Eρ,1(−λktρ)

δk
vk(x).

By virtue of Lemma 1 we obtain

∥∥∥−∆Sj1(x, t)
∥∥∥2

C(Ω)
≤ C

∥∥∥∥∥∥∥
j∑

k=1

λσ+1
k

(
0∫
−α

Fk(s)eλk(−α−s)ds

)
Eρ,1(−λktρ)

δk
vk(x)

∥∥∥∥∥∥∥
2

L2(Ω)

.

Since the system {vk} is orthonormal, by applying Parseval’s equality and using Lemma 2 we have

∥∥∥−∆Sj1(x, t)
∥∥∥2

C(Ω)
≤ Ct−2ρ

j∑
k=1

λ2σ
k

∣∣∣∣∣∣
0∫

−α

Fk(s)e
λk(−α−s)ds

∣∣∣∣∣∣
2

.

Applying the Cauchy-Schwarz inequality

∥∥∥−∆Sj1(x, t)
∥∥∥2

C(Ω)
≤ Ct−2ρ

λ2
1

0∫
−α

j∑
k=1

λ2σ
k |Fk(s)|

2 ds, τ = 2σ >
N

2
.

This means that we have the series, similar to the series (8). Thus, if the function F (x, t) satisfies the
conditions (10) with τ > N

2 , then the series |−∆S1(x, t)|2C(Ω) ≤ C will converge if t > 0.
For the series (17) by virtue of Lemma 6 we get

∥∥∥−∆Sj2(x, t)
∥∥∥2

C(Ω)
≤ C

j∑
k=1

∣∣∣∣∫ t

0
sερ−1λσ+ε

k Fk(t− s)ds
∣∣∣∣2 .

Further, we will apply the generalized Minkowski inequality. Then

∥∥∥−∆Sj2(x, t)
∥∥∥2

C(Ω)
≤ C

∫ t

0
sρε−1

(
j∑

k=1

∣∣∣λ2(σ+ε)
k ||Fk(t− s)

∣∣∣2)
1
2

ds


2

, τ = 2σ + 2ε >
N

2
. (18)

Here we again get a series similar to (8). In this case, τ = 2σ + 2ε. Since ε is an arbitrarily small
number, the series (18) converges under the same conditions (10) for the function F (x, t).
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Consequently, |−∆S1(x, t)|2C(Ω) ≤ C, |−∆S2(x, t)|2C(Ω) ≤ C, t > 0. Thus ∆u(x, t) ∈ C(Ω× (0, β]),
in particular u(x, t) ∈ C(Ω × [0, β]). Using completely similar reasoning, it can be shown that sum
(15) for t < 0 has the same properties as sum (15) for t > 0. Hence, ∆u(x, t) ∈ C(Ω × (−α, 0)), in
particular u(x, t) ∈ C(Ω× [−α, 0]).

From equation (1), we have Dρ
t u(x, t) ∈ C(Ω × (0, β]), ut(x, t) ∈ C(Ω × (−α, 0)). That u(x, t) is

absolutely continuous in a closed region follows from the fact that every function Tk(t)vk(x) is such.
Theorem 2 is proved.

Lemma 8. Let 0 < λ < 1. Then there exists a number k0 ∈ N, such that for all k > k0, the
following estimate holds:

|δk| ≥
λ

2
.

If 0 < λ < 1, then obviously, there is a unique λ0 > 0 such that e−λ0α = λ. If λk 6= λ0 for all k ∈ N
then the formal solution of problem (1)–(4) has the form (14).

If λk = λ0 for k = k0, k0 + 1, . . . , k0 + p0 − 1, where p0 is the multiplicity of the eigenvalue
λk0 , then for the solvability of problem (1)–(4) it is necessary and sufficient that the following equality
holds (see (11)):

F ∗k = (F ∗, vk) = 0, k ∈ K0, K0 = {k0, k0 + 1, . . . , k0 + p0 − 1}. (19)

In this case, the solution of problem (1)–(4) can be written as follows:

u(x, t) =


∑
k/∈K0

Tk(t)vk(x) +
∑
k∈K0

akEρ,1(λkt
ρ)vk(x), t > 0,∑

k/∈K0

Tk(t)vk(x) +
∑
k∈K0

ake
λktvk(x), t < 0,

(20)

here, ak are arbitrary constants.
Thus, we obtain the following statement:

Theorem 3. Let 0 < λ < 1 and let the function F (x, t) be continuous for all t ∈ [−α, β] and satisfy
condition (10) uniformly with respect to t.

1) If λk 6= λ0, for all k ≥ 1, then there exists a unique solution of the problem (1)–(4) and it can
be represented in the form (14).

2) If λk = λ0, for some k and the orthogonality condition (19) holds for indices k ∈ K0, then the
problem (1)–(4) has a solution, which is expressed in the form (20) with arbitrary coefficients ak.

Proof. We have considered the proof of the first part of the theorem above in Theorem 2. Now, we
need to show the convergence of the series (20). If k ∈ K0, then in the solution (20) additional series
are formed as

u0(x, t) =


∑
k∈K0

akEρ,1 (−λktρ) vk(x), t > 0,

∑
k∈K0

ake
λktvk(x), t < 0.

Since K0 has a finite number of elements, these series consist of finite sum of smooth functions.
Therefore, these series satisfy all conditions of Definition 1.
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4 Existence and uniqueness of the solution of the inverse problem (1)–(5)

We study the inverse problem for the equation (1) with the right-hand side of the form
F (x, t) = f(x)g(t), where g(t) is a given function and f(x) is an unknown function. Furthermore,
since we use the solution of the forward problem when solving the inverse problem, in all subsequent
sections we assume that δk 6= 0 for all k. According to the additional condition (5), it is sufficient to
construct the solution of the inverse problem (1)–(5) only for t > 0. Using the representation (14), we
obtain the following solution to the inverse problem (1)–(5):

u(x, t) =
∞∑
k=1

a1kEρ,1(−λktρ) + fk

t∫
0

sρ−1Eρ,ρ (−λksρ) g(t− s) ds

 vk(x), 0 ≤ t ≤ β, (21)

where

a1k =

fk
0∫
−α

g(s)eλk(−α−s)ds

δk
.

Substituting the function (21) into the condition (5), we obtain the equation
∞∑
k=1

Tk(t0)vk(x) = ϕ0(x) =

∞∑
k=1

ϕ0kvk(x), (22)

where

Tk(t0) =

fk
0∫
−α

g(s)eλk(−α−s)ds

δk
Eρ,1(−λktρ0) + fk

t0∫
0

ηρ−1Eρ,ρ (−λkηρ) g(s) ds,

and
ϕ0k =

∫
Ω

ϕ0(x)vk(x) dx, k = 1, 2, . . . ,

the numbers fk are so far unknown and have to be determined.
From the relation (22), we have

fk∆k(t0) = δkϕ0k = (e−λkα − λ)ϕ0k, (23)

here

∆k(t0) = Eρ,1(−λktρ0)

0∫
−α

g(s)eλk(−α−s)ds+ (e−λkα − λ)

t0∫
0

sρ−1Eρ,ρ (−λksρ) g(t0 − s) ds.

Let us introduce the following notation:

Ik(α) =

0∫
−α

g(s)eλk(−α−s)ds, Ik,ρ(t0) =

t0∫
0

sρ−1Eρ,ρ (−λksρ) g(t0 − s) ds.

Again, as we noted above, if ∆k(t0) 6= 0 for all k, then the coefficients fk are found uniquely, otherwise,
i.e. if ∆k(t0) = 0 for some k, according to the equation (23), the coefficients fk are chosen arbitrarily.
Therefore, we have the following uniqueness criterion for the inverse problem (1)–(5):

Theorem 4. The uniqueness of the solution to the inverse problem (1)–(5) is guaranteed if and only
if ∆k(t0) 6= 0 for all k ≥ 1.

The uniqueness of the solution of the inverse problem follows from the completeness of the eigen-
functions (see the proof of Theorem 1).
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5 Lower estimates for the denominator of the solution to the inverse problem (1)–(5)

We now provide a lower estimate for ∆k(t0). Let g ∈ C[−α, β] and g(t) 6= 0, we define

m = min
t∈[−α,t0]

|g(t)| > 0, M = max
t∈[−α,t0]

|g(t)| > 0.

Lemma 9. Let λ < 0, g(t) ∈ C[−α, β] and g(t) 6= 0, t ∈ [−α, β]. Then, there is a constant C > 0,
depending on t0 and α, such that for all k:

∆k(t0) ≥ C

λk
.

Proof. It is sufficient to consider the case g(t) > 0, t ∈ [−α, β]. If t0 ∈ (0, β], then (see Lemma 4)

Ik,ρ(t0) ≥ m
t0∫

0

sρ−1Eρ,ρ(−λksρ)ds = mtρ0Eρ,ρ+1(−λktρ0).

Taking into account (see Lemma 5), we obtain

Ik,ρ(t0) ≥ 1

λk
(1− Eρ(−λktρ0))m ≥ 1

λk
(1− Eρ(−λ1t

ρ
0))m ≥ Ct0

λk
, Ct0 > 0,

Ik(α) ≥ m
0∫

−α

eλk(−α−s)ds = m
1− e−λkα

λk
≥ Cα
λk
, Cα > 0.

Therefore,

∆k(t0) ≥ Eρ,1(−λktρ0)
Cα
λk

+ (e−λkα − λ)
Ct0
λk
≥ (e−λkα − λ)

Ct0
λk

,

which implies the desired assertion because λ < 0. Lemma 9 is proved.

Lemma 10. Let λ ≥ 1, g(t) ∈ C[−α, β] and g(t) 6= 0, t ∈ [−α, β].
If the number t0 satisfies the following condition

tρ0 >
C0

λ1

(
1 +

M

m

)
, (24)

where C0 is the number in Lemma 2 then, there is a constant C > 0 depending on t0, ρ and α, such
that for all k:

|∆k(t0)| ≥ C

λk
. (25)

If the number t0 does not satisfy condition (24), then there exists a number kl, l ∈ N, such that
the estimate (25) holds for all k > kl.

Proof. We begin by estimating ∆k(t0) from below. From its definition, it consists of a sum of two
integrals. For the first and second integrals, using Lemma 4 and Lemma 5, we get:∫ 0

−α
g(s)eλk(−α−s) ds ≥ m1− e−λkα

λk
,

∫ t0

0
sρ−1Eρ,ρ(−λksρ)g(t0 − s) ds ≤M

1− Eρ,1(−λktρ0)

λk
.

Hence,

∆k(t0) ≥ Eρ,1(−λktρ0)

λk

[
m(1− e−λkα) + (λ− e−λkα)M

]
− M

λk
,
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which implies

∆k(t0) ≥ −M
λk
,

where C1 = M .
Next, to estimate ∆k(t0) from above using Lemma 2, we obtain:

∆k(t0) ≤
(

1− e−λkα

λk

)(
C0(M +m)

λkt
ρ
0

−m
)
. (26)

Note that the expression in parentheses becomes negative under the assumption:

tρ0 >
C0

λ1

(
1 +

M

m

)
.

Thus, for all k ∈ N, we have:

∆k(t0) ≤ −C2

λk
,

where C2 =
(
M+m
λ1t

ρ
0
−m

)
> 0.

Hence, there exists a constant C = min{C1, C2} such that the required lower bound holds.
Now let λ ≥ 1 and assume that, condition (24) not be satisfied for the given values of the parameter.

However, there exists an index kl, such that for all k > kl the condition tρ0 >
C0
λk

(
1 + M

m

)
is satisfied,

since C0
λk

(
M+m
m

)
→ 0 as k →∞, (see (26)). Therefore, for all k > kl the estimate (25) holds. Lemma

10 is proved.

Lemma 11. Let 0 < λ < 1, g(t) ∈ C[−α, β] and g(t) 6= 0, t ∈ [−α, β]. Then for all k > kr, r ∈ N
the following estimate

|∆k,ρ(t0)| ≥ C

λk
(27)

is valid, where a constant C > 0 depends on ρ, t0 and α.
Proof. Since δk 6= 0, it follows that λk 6= λ0 for all k. Therefore, we consider only the following two

cases.
Case 1. Let λk < λ0. In this case, based on the proof of Lemma 9, it is not difficult to see that for

all k < k0, the following estimate holds:

∆k,ρ(t0) > c0,

where c0 > 0 is a constant depending on α, t0, and ρ.
Case 2. Let λk > λ0. We prove this case of the lemma similarly to the proofs of the previous

lemmas. The lower bound of ∆k(t0) has the form (see Lemma 10)

∆k(t0) ≥ −C1

λk
.

Now, we establish an upper bound for ∆k(t0). To this end, using Lemma 4, Lemma 5, and Lemma 2,
we obtain:

∆k(t0) ≤ C0

λ2
kt
ρ
0

(
M(1− e−λkα) + (λ− e−λkα)m

)
− (λ− e−λkα)m

λk
.

Thus, for all k > kr, we have

∆k(t0) ≤ −C3

λk
,

where C3 =
(
λ− e−λkα

)
m > 0.

Therefore, there exists a constant C = min{c0, C1, C3} such that for all k > kr the required lower
bound holds. Lemma 11 is proved.
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The above estimates (25) and (27) allows to determine explicitly the index from which they hold.
For example, according to the proof of the second condition of Lemma 10, the index kl is given by

kl = min

{
k : tρ0 >

1

λk

(
1 +

M

m

)}
.

Similarly, for estimate (27), the index kr can be determined in the same way.
Hence, we introduce the set:

K0 = {k ∈ N : ∆k(t0) = 0}.

Remark 1. Note that if k ∈ K0, then obviously δk 6= 0.

Lemma 12. The set K0 is either empty or contains only finitely many elements.
Proof. From the proof of Lemma 10, it follows that if there exists an index k ∈ K0, then necessarily

k ≤ kl. Therefore, K0 is a finite set. Moreover, as mentioned in Section 1, the sequence {λk} consists
of discrete values. Hence, ∆k(t0) can vanish only at isolated indices, and it is possible that no such
index exists. In this case, the set K0 is empty. A similar argument is valid for the elements of the set
K0 when k ≤ kr. This completes the proof of Lemma 12.

Theorem 5. Let g(t) ∈ C[−α, β] and g(t) 6= 0, t ∈ [−α, β]. Let λ < 0 and the function ϕ0(x)
satisfies the conditions (9). Then there exists a unique solution of the inverse problem (1)–(5) and it
can be represented as:

u(x, t) =
∑∞

k=1

(
ϕ0k

∆k(t0)Eρ,1(λkt
ρ)

0∫
−α

g(s)eλk(−α−s)ds

)
vk(x)

+
∑∞

k=1

(
ϕ0k(e−λkα−λ)

∆k(t0)

t∫
0

sρ−1Eρ,ρ (−λksρ) g(t− s) ds
)
vk(x), t > 0,

(28)

u(x, t) =
∞∑
k=1

 ϕ0k

∆k(t0)
eλkt

0∫
−α

g(s)eλk(−α−s)ds− ϕ0k(e
−λkα − λ)

∆k(t0)

0∫
t

g(s)eλk(t−s)ds

 vk(x), t < 0.

f(x) =
∞∑
k=1

ϕ0k(e
−λkα − λ)

∆k(t0)
vk(x). (29)

Proof. We write the series (28) as sums of two series: I1(x, t) and I2(x, t). If Ij1(x, t) and Ij2(x, t)
are the corresponding partial sums, then we have:

−∆Ij1(x, t) =

j∑
k=1

 λkϕ0k

∆k(t0)
Eρ,1(λkt

ρ)

0∫
−α

g(s)eλk(−α−s)ds

 vk(x),

−∆Ij2(x, t) =

j∑
k=1

λkϕ0k(e
−λkα − λ)

∆k(t0)

t∫
0

sρ−1Eρ,ρ (−λksρ) g(t− s) ds

 vk(x).

Next, applying the identity Â−σvk(x) = λ−σk vk(x) and using Lemma 1, Lemma 2, and by applying
Parseval’s equality, we obtain:

∥∥∥−∆Ij1(x, t)
∥∥∥2

C(Ω)
≤ MCt−2ρ

λ1

j∑
k=1

|ϕ0k|2λ2σ
k , τ = 2σ >

N

2
.
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By the Lemma 4 and Lemma 2 we have

∥∥∥−∆Ij2(x, t)
∥∥∥2

C(Ω)
≤ MC

λ1

(
j∑

k=1

λ2σ
k |ϕ0k|2

)
, τ = 2σ >

N

2
.

It is easy to see that

‖f(x)‖2C(Ω) ≤ C
j∑

k=1

λ2σ |ϕ0k|2 , τ = 2σ >
N

2
.

Therefore, if the function ϕ0(x) satisfies the conditions (10), then the following estimates hold:∥∥∥−∆Ij1(x, t)
∥∥∥2

C(Ω)
≤ C,

∥∥∥−∆Ij2(x, t)
∥∥∥2

C(Ω)
≤ C, ‖f(x)‖2C(Ω) ≤ C, t > 0.

Thus, we conclude that ∆u(x, t) ∈ C(Ω × (0, β]). In particular, u(x, t) ∈ C(Ω × [0, β]), and
f(x) ∈ C(Ω). Theorem 5 is proved.

Theorem 6. Let ϕ0(x) satisfy the conditions (9) and g(t) ∈ C[−α, β] , g(t) 6= 0, t ∈ [−α, β] and let
δk 6= 0 for all k. Moreover, let the assumptions of Lemma 10 or Lemma 11 hold.

1) If the set K0 is empty, then there exists a unique solution of the inverse problem (1)–(5) and it
can be represented as the series in Theorem 5.

2) If the set K0 is not empty, then for the existence of a solution to the inverse problem (1)–(5), it
is necessary and sufficient that the following conditions

ϕ0k = (ϕ0, vk) = 0, k ∈ K0

be satisfied. In this case, the solution to inverse problem (1)–(5) exists, but is not unique:

f(x) =
∑
k/∈K0

δkϕ0k

∆k(t0)
vk(x) +

∑
k∈K0

fkvk(x), (30)

u(x, t) =

∞∑
k=1

fk


0∫
−α

g(s)eλk(−α−s)ds

δk
Eρ,1(−λktρ) +

t∫
0

sρ−1Eρ,ρ (−λksρ) g(t− s) ds

 vk(x), t > 0,

(31)

u(x, t) =

∞∑
k=1

fk


0∫
−α

g(s)eλk(−α−s)ds

δk
eλkt −

0∫
t

g(s)eλk(t−s)ds

 vk(x), t < 0, (32)

where if k /∈ K0 then fk has the form (23) and if k ∈ K0, then fk are arbitrary real numbers.
Proof. To prove the theorem we need to show that the series (30), (31) and (32) satisfy all the

conditions of Definition 1. This follows directly from the proof of Theorem 5, and the proof is almost
the same when any of the conditions of Lemma 10 or Lemma 11 hold. For clarity, let us suppose that
the assumptions of Lemma 10 are satisfied. Series (31) and (32) are divided into two parts, following
the structure given in (30). The second part of both these series, as stated in Lemma 12, is a finite
sum of smooth functions. In the first part, the satisfaction of the series of the conditions of Definition
1 can be proved in the same way as for the series (28). Here we use the lower bound (25) for ∆k(t0).
The convergence of the first part of (30) is shown similarly to that of the series (29), while the second
part is a sum of finitely many smooth functions.

58 Bulletin of the Karaganda University



Forward and inverse problems ...

Conclusion

In this work, a subdifusion equation with the Caputo fractional derivative of order ρ ∈ (0, 1) is
studied for t > 0, while a classical parabolic equation is considered for t < 0. Following the work [3],
forward and inverse problems (f(x) is unknown) are considered with a non-local Dezin type condition.
The solutions are constructed using the classical Fourier method. The main contribution of the authors
is that such non-local direct and inverse problems for mixed-type equations with a fractional order have
not been previously studied. In the process of studying these problems, we investigate the effect of
the parameter λ in Dezin’s condition, on the existence and uniqueness of the solution. As proved, it is
shown that for certain values of λ, the uniqueness of the solution may fail, and in order to recover the
solution, orthogonality conditions on the given functions ϕ0(x) and F (x, t) are required.

In the future, it would be of interest to consider other types of fractional derivatives instead of the
Caputo derivative, in order to investigate whether similar effects occur. Another promising direction
is the study of inverse problems aimed at determining fractional orders in mixed-type equations for
such nonlocal problems.
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Numerical solutions of source identification problems for
telegraph-parabolic equations

M. Ashyraliyev1,∗, M.A. Ashyralyyeva2
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2Magtymguly Turkmen State University, Ashgabat, Turkmenistan
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This paper presents a numerical study of source identification problems for one-dimensional telegraph-
parabolic equations subject to Dirichlet and Neumann boundary conditions. In these inverse problems, the
unknown source terms are assumed to be space-dependent, which introduces both analytical and compu-
tational challenges. The study begins by discretizing the considered problems using the finite difference
method – first in space and subsequently in time – resulting in a system of discrete equations. Stability
results for the solutions of the resulting finite difference schemes are established to ensure the reliability
of the numerical approach. A numerical algorithm is proposed for solving the discrete inverse problems.
The algorithm begins by eliminating the unknown source terms, which transforms the original discretized
problem into a new nonlocal problem with unknown initial data. To approximate this initial data, an
iterative procedure based on fixed-point iterations is constructed. Once the transformed nonlocal problem
is solved, the solution of the main finite difference scheme and approximations of the unknown source term
are recovered. Numerical results for two test problems are presented to illustrate the proposed method
in practice. The findings confirm the accuracy of the approach in solving space-dependent inverse source
problems.

Keywords: source identification problem, inverse problem, mixed-type differential equation, telegraph-
parabolic equation, finite difference scheme, numerical algorithm, nonlocal problems, fixed-point iterations.

2020 Mathematics Subject Classification: 65M06, 35M10, 35R30.

Introduction

Partial differential equations with unknown source terms are widely used in the mathematical
modelling of real-world phenomena in various applied fields (see, e.g., [1] and the references therein). A
problem involving a differential equation with a time- and/or space-dependent source term is referred
to as a source identification problem (SIP). These types of inverse problems have been extensively
studied in the literature (see, e.g., [2–4] and the references therein).

In recent years, the analysis of SIPs for mixed-type differential equations, as well as the development
and investigation of numerical methods for their solution, has attracted significant attention (see, e.g.,
[5, 6] for parabolic-elliptic, [7–9] for elliptic-hyperbolic, and [10, 11] for telegraph-parabolic SIPs). By
mixed-type, we mean that the differential equation is of one type in one part of the domain and of a
different type in another part. For instance, consider a physical system initially modelled by the heat
equation. At a certain moment in time, due to an instantaneous change in the system, the governing
model transitions to the wave equation with a damping term. In such cases, the resulting differential
equations are referred to as telegraph-parabolic equations.
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Consider the following abstract formulation for telegraph-parabolic equations with an unknown
space-dependent source term p:

w′′(t) + αw′(t) +Aw(t) = p+ f(t), t ∈ (0, 1),

w′(t) +Aw(t) = p+ g(t), t ∈ (−1, 0),
w(0+) = w(0−), w′(0+) = w′(0−),

w(−1) = ϕ, w(λ) = ψ, λ ∈ (−1, 1],

(1)

where the problem is posed in a Hilbert space H with a self-adjoint positive definite (SAPD) operator
A satisfying A ≥ δI, for some δ > α2

4 and α > 0. Here, ϕ, ψ ∈ D(A) and the functions f(t) and
g(t) are assumed to be continuously differentiable on [0, 1] and [−1, 0], respectively. The existence,
uniqueness, and stability of solutions of the problem (1) in the space C(H) of continuous H-valued
functions w(t) defined on the interval [−1, 1], equipped with the norm

‖w‖C(H) = max
t∈[−1,1]

‖w(t)‖H

are established in [10].
For the approximate solution of the abstract problem (1), the following stable difference scheme

(DS) of first-order accuracy is constructed in [11]:

wk+1−2wk+wk−1

τ2
+ α

wk+1−wk

τ +Awk+1 = p+ fk, 1 ≤ k ≤ N − 1,

wk−wk−1

τ +Awk = p+ gk, −N + 1 ≤ k ≤ 0,

w1−w0
τ = p−Aw0 + g0,

w−N = ϕ, w` = ψ,

(2)

where τ = 1
N is sufficiently small positive number, tk = kτ, −N ≤ k ≤ N , ` = dλτ e, fk = f(tk),

1 ≤ k ≤ N − 1 and gk = g(tk), −N + 1 ≤ k ≤ 0.
The unique solvability of the DS (2) and the stability estimates for its solution were established

in [11]. However, the abstract results for the DS (2), presented in [11], require further investigation from
an implementation perspective. In the present paper, we consider the application of the aforementioned
abstract results to two SIPs for one-dimensional telegraph-parabolic equations with Dirichlet and
Neumann boundary conditions. We provide a complete discretization of the considered problems and
propose a numerical algorithm for solving the resulting DSs. Numerical examples are presented to
illustrate the proposed numerical procedure.

1 SIPs for one-dimensional telegraph-parabolic equations

In this section, we consider two SIPs for one-dimensional telegraph-parabolic equations: one with
Dirichlet boundary conditions and the other with Neumann boundary conditions. Since the discretiza-
tion procedures for the considered problems are very similar, we describe the approach for both SIPs
simultaneously.

First, consider the following SIP for one-dimensional telegraph-parabolic equations

wtt(t, x) + α wt(t, x)−
(
a(x) wx(t, x)

)
x

= p(x) + f(t, x), x ∈ (0, 1), t ∈ (0, 1),

wt(t, x)−
(
a(x) wx(t, x)

)
x
= p(x) + g(t, x), x ∈ (0, 1), t ∈ (−1, 0),

w(0+, x) = w(0−, x), wt(0
+, x) = wt(0

−, x), x ∈ [0, 1],

w(−1, x) = ϕ(x), w(1, x) = ψ(x), x ∈ [0, 1],

w(t, 0) = w(t, 1) = 0, t ∈ [−1, 1]

(3)
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with homogeneous Dirichlet boundary conditions. Here and throughout the paper, p(x) denotes the
unknown source term, a(x) ≥ a > 0, ϕ(x), ψ(x), f(t, x), and g(t, x) are given sufficiently smooth
functions, and α is a positive constant. SIP (3) can be reduced to the abstract problem (1) in a Hilbert
space H = L2(0, 1) with a SAPD operator A = Ax defined by the formula

Axw(x) = −
(
a(x)wx(x)

)
x

(4)

with domain D(Ax) =
{
w(x) : w(x), wx(x),

(
a(x)wx

)
x
∈ L2[0, 1], w(0) = w(1) = 0

}
.

Second, consider the SIP for one-dimensional telegraph-parabolic equations with Neumann bound-
ary conditions

wtt(t, x) + αwt(t, x)−
(
a(x)wx(t, x)

)
x
+ δw(t, x) = p(x) + f(t, x), x ∈ (0, 1), t ∈ (0, 1),

wt(t, x)−
(
a(x)wx(t, x)

)
x
+ δw(t, x) = p(x) + g(t, x), x ∈ (0, 1), t ∈ (−1, 0),

w(0+, x) = w(0−, x), wt(0
+, x) = wt(0

−, x), x ∈ [0, 1],

w(−1, x) = ϕ(x), w(1, x) = ψ(x), x ∈ [0, 1],

wx(t, 0) = wx(t, 1) = 0, t ∈ [−1, 1],

(5)

where δ is a positive constant. SIP (5) can be reduced to the abstract problem (1) in a Hilbert space
H = L2(0, 1) with a SAPD operator A = Ax defined by the formula

Axw(x) = −
(
a(x)wx(x)

)
x
+ δw (6)

with domain D(Ax) =
{
w(x) : w(x), wx(x),

(
a(x)wx

)
x
∈ L2(0, 1), wx(0) = wx(1) = 0

}
.

By means of the abstract result from [10], both problems (3) and (5) have a unique smooth solution{
w(t, x), p(x)

}
for given smooth data satisfying all compatibility conditions.

We start the discretization of SIPs (3) and (5) by defining the grid space [0, 1]h ={
x
∣∣ xm = m h, 0 ≤ m ≤ M, M h = 1

}
.

Let us introduce the Hilbert space L2h = L2 ([0, 1]h) of grid functions ϕh(x) = {ϕm}M0 defined on

[0, 1]h and equipped with the norm
∥∥ϕh∥∥

L2h
=

( ∑
x∈[0,1]h

∣∣ϕh(x)∣∣2 h)1/2

. To the differential operator

Ax, defined by formula (4), we associate the difference operator Axh, given by the formula

Axhϕ
h(x) =

{
−
(
a(x)ϕmx̄ (x)

)
x

}M−1

1
,

which acts in the space of grid functions ϕh(x) = {ϕm}M0 satisfying boundary conditions ϕ0 = ϕM = 0.
Here and throughout the paper,

ϕmx̄ =

{
ϕm − ϕm−1

h

}M
1

and ϕmx =

{
ϕm+1 − ϕm

h

}M−1

0

.

Similarly, to the differential operator Ax, defined by formula (6), we assign the corresponding difference
operator Axh, given by the formula

Axhϕ
h(x) =

{
−
(
a(x)ϕmx̄ (x)

)
x
+ δϕm(x)

}M−1

1
,

acting in the space of grid functions ϕh(x) = {ϕm}M0 , subject to the boundary conditions ϕ0 = ϕ1 and
ϕM = ϕM−1.
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Note that in both cases, Axh corresponds to the second-order accuracy centered difference
approximation of the respective differential operator Ax, incorporating Dirichlet and Neumann bound-
ary conditions, respectively. Moreover, Axh is a SAPD operator in L2h in both cases.

With the help of the corresponding operator Axh, the first step of the discretization of both SIPs
(3) and (5) leads to the following problem:

d2wh(t,x)
dt2

+ αdw
h(t,x)
dt +Axhw

h(t, x) = ph(x) + fh(t, x), t ∈ (0, 1),

dwh(t,x)
dt +Axhw

h(t, x) = ph(x) + gh(t, x), t ∈ (−1, 0),

wh(0+, x) = wh(0−, x), dwh(0+,x)
dt = dwh(0−,x)

dt ,

wh(−1, x) = ϕh(x), wh(1, x) = ψh(x),

(7)

where x ∈ [0, 1]h.
Now, in the second step of the discretization process, we define τ = 1

N , tk = kτ, −N ≤ k ≤ N and
replace problem (7) with DS (2)

wh
k+1(x)−2wh

k (x)+wh
k−1(x)

τ2
+ α

wh
k+1(x)−wh

k (x)

τ +Axhw
h
k+1 (x) = ph(x) + fhk (x), 1 ≤ k ≤ N − 1,

wh
k (x)−wh

k−1(x)

τ +Axhw
h
k (x) = ph(x) + ghk (x), −N + 1 ≤ k ≤ 0,

wh
1 (x)−wh

0 (x)
τ = ph(x)−Axhwh0 (x) + gh0 (x),

wh−N (x) = ϕh(x), whN (x) = ψh(x),

(8)

where x ∈ [0, 1]h, fhk (x) = fh(tk, x), 1 ≤ k ≤ N − 1 and ghk (x) = gh(tk, x), −N + 1 ≤ k ≤ 0.
Then, the following theorem follows readily from the abstract result stated in Theorem 1.

Theorem 1. The solution of DS (8) satisfies the following stability estimate

max
−N≤k≤N

∥∥whk∥∥L2h
+
∥∥∥(Axh)−1 ph

∥∥∥
L2h

≤M(δ, α)

[
max

1≤k≤N−1

∥∥fhk ∥∥L2h
+ max
−N+1≤k≤0

∥∥ghk∥∥L2h
+
∥∥ϕh∥∥

L2h
+
∥∥ψh∥∥

L2h

]
.

Here, M(δ, α) is independent of τ , h, ϕh(x), ψh(x), fhk (x) and ghk (x).

2 Numerical algorithm

In this section, we propose a numerical algorithm to solve the difference scheme (8). The approach
relies on a suitable substitution that eliminates the unknown source term ph. Let us denote

whk(x) = vhk (x) + (Axh)
−1 ph(x), x ∈ [0, 1]h, −N ≤ k ≤ N.

Then, the scheme (8) results in the following auxiliary DS

vhk+1(x)−2vhk (x)+vhk−1(x)

τ2
+ α

vhk+1(x)−vhk (x)

τ +Axhv
h
k+1 (x) = fhk (x), 1 ≤ k ≤ N − 1,

vhk (x)−vhk−1(x)

τ +Axhv
h
k (x) = ghk (x), −N + 1 ≤ k ≤ 0,

vh1 (x)−vh0 (x)
τ = −Axhvh0 (x) + gh0 (x),

vh−N (x) = vhN (x) + ϕh(x)− ψh(x),

(9)
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where x ∈ [0, 1]h. Note that the scheme (9) no longer involves the unknown source ph. However, it
exhibits a non-local nature due to the coupling between vh−N and vhN , and therefore it cannot be solved
using a standard time-marching approach.

We attempt to solve the non-local difference problem (9) iteratively. Let {vhk (x; θ)} be the solution
of the following scheme

vhk+1(x;θ)−2vhk (x;θ)+vhk−1(x;θ)

τ2
+ α

vhk+1(x;θ)−vhk (x;θ)

τ +Axhv
h
k+1(x; θ) = fhk (x), 1 ≤ k ≤ N − 1,

vhk (x;θ)−vhk−1(x;θ)

τ +Axhv
h
k (x; θ) = ghk (x), −N + 1 ≤ k ≤ 0,

vh1 (x;θ)−vh0 (x;θ)
τ = −Axhvh0 (x; θ) + gh0 (x),

vh−N (x) = θh(x),

(10)

where x ∈ [0, 1]h. For {vhk (x; θ)} to be a solution of the scheme (9), the initial vector θ = θh(x), where
x ∈ [0, 1]h, must satisfy the following condition

θ = vhN (x; θ) + ϕh(x)− ψh(x), x ∈ [0, 1]h.

We can then construct an iterative procedure, such as fixed point iterations, to approximate the initial
vector θ. Taking all of the above into account, the following algorithm can be used to solve the
difference scheme (8).

1. To approximate the initial vector θ iteratively, we use the following formula:

θm+1 = vhN (x; θ
m) + ϕh(x)− ψh(x), x ∈ [0, 1]h, m = 0, 1, 2, . . .

At each iteration step, the difference scheme (10) must be solved to compute vhN (x; θ
m).

2. Next, we approximate the source p(x) using the formula

ph(x) = Axh

(
ϕh(x)− θ

)
, x ∈ [0, 1]h,

where θ is the initial vector, approximated in the first step.
3. Finally, we obtain the solution of the difference scheme (8) using the formula:

whk(x) = vhk (x) + ϕh(x)− θ, x ∈ [0, 1]h, −N + 1 ≤ k ≤ N − 1.

Here, vhk (x) is the solution of the difference scheme (10) with the initial vector θ obtained from
the iterative procedure.

3 Numerical example

First, we consider the following initial-boundary value problem

wtt + 2wt − wxx = p(x) + f(t, x), x ∈ (0, 1), t ∈ (0, 1),

wt − wxx = p(x) + g(t, x), x ∈ (0, 1), t ∈ (−1, 0),
w(0+, x) = w(0−, x), wt(0

+, x) = wt(0
−, x), x ∈ [0, 1],

w(−1, x) = e1 sinπx, w(1, x) = e−1 sinπx, x ∈ [0, 1],

w(t, 0) = 0, w(t, 1) = 0, t ∈ [−1, 1],

(11)

where f(t, x) = g(t, x) =
(
(π2 − 1)e−t − 1

)
sinπx. The analytical solution of problem (11) is

w(t, x) = e−t sinπx, x ∈ [0, 1], t ∈ [−1, 1]

Mathematics Series. No. 4(120)/2025 65



M. Ashyraliyev, M.A. Ashyralyyeva

with the source term p(x) = sinπx, x ∈ (0, 1).
Second, we consider the initial-boundary value problem

wtt + 2wt − wxx + 3w = p(x) + f(t, x), x ∈ (0, 1), t ∈ (0, 1),

wt − wxx + 3w = p(x) + g(t, x), x ∈ (0, 1), t ∈ (−1, 0),
w(0+, x) = w(0−, x), wt(0

+, x) = wt(0
−, x), x ∈ [0, 1],

w(−1, x) = e1 cosπx, w(1, x) = e−1 cosπx, x ∈ [0, 1],

wx(t, 0) = wx(t, 1) = 0, t ∈ [−1, 1],

(12)

where f(t, x) = g(t, x) =
(
(π2 + 2)e−t − 1

)
cosπx. The analytical solution of problem (12) is

w(t, x) = e−t cosπx, x ∈ [0, 1], t ∈ [−1, 1]

with the source term p(x) = cosπx, x ∈ (0, 1).
The numerical solutions for SIPs (11) and (12) are computed using the first-order accuracy DS and

the aforementioned numerical procedure for various values of M = N . To evaluate the accuracy of
the method, we compute the error between the analytical and numerical solutions using the following
formulas:

Ep = max
n
|p(xn)− pn| , Ew = max

k,n

∣∣∣w(tk, xn)− wkn∣∣∣ .
Here, wkn and pn denote the corresponding numerical approximations of the exact solution {w(t, x), p(x)}
at the grid points t = tk and x = xn. Figure 1 shows the errors between the exact and numerical
solutions of problems (11) and (12) for different values of τ , confirming the first-order convergence of
the proposed method. Since we have taken M = N , which implies h = τ , and the error of the method
is O(τ + h2), observe only the temporal errors here, i.e., the first-order convergence of the method.

Figure 1. The errors between the analytical solutions of problems (11) (on the left) and (12) (on the
right) and their numerical solutions, computed using the first-order DS for various values of the time

step τ

Conclusion

In this work, we developed an algorithm for the numerical solution of one-dimensional telegraph-
parabolic equations with an unknown source term dependent on a spatial variable. The local inverse
problems considered are transformed into corresponding nonlocal direct problems, which are then solved
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using an iterative technique similar to the shooting method. Numerical experiments are provided to
illustrate the procedure in practice.

Our results demonstrate first-order convergence of the proposed numerical method. It is of practical
importance to develop higher order accuracy stable DSs so that more accurate results can be obtained
in less computational time. Future work will also focus on the investigation of SIPs for telegraph-
parabolic equations with time-dependent sources.
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The transmission mechanisms of most infectious diseases are generally well understood from an epidemio-
logical standpoint. To mathematically and quantitatively characterize the spread of these diseases, various
classical epidemic models-such as the SIR, SIS, SEIR, and SIRS frameworks-have been formulated and thor-
oughly investigated. In the present paper, the initial value problem for the system of semilinear parabolic
differential equations arising in epidemic models with a general semilinear incidence rate in a Hilbert space
with a self-adjoint positive definite operator is investigated. The main theorem on the existence and unique-
ness of bounded solutions for this system is established. In applications, theorems on the existence and
uniqueness of bounded solutions for two types of systems of semilinear partial differential equations arising
in epidemic models are proved. A first-order accurate finite difference scheme is developed to construct
approximate solutions for this system. We further prove a theorem that guarantees the existence and
uniqueness of bounded solutions for the discrete problem, independently of the time step. The theoretical
results are supported by applications, where bounded solutions of the continuous system and their corre-
sponding discrete approximations are demonstrated. Finally, numerical results are presented to illustrate
the effectiveness and accuracy of the proposed scheme.

Keywords: system of semilinear partial differential equations(SPDEs), EM, bounded solution(BS), numer-
ical results, Hilbert space, self-adjoint positive definite operator,existence and uniqueness (EU), difference
scheme(DS).

2020 Mathematics Subject Classification: 58J35, 58D25, 65M12, 92B05, 35K61, 35K58, 35K90, 91B76.

Introduction

The mechanism of disease transmission is typically well understood from an epidemiological
perspective for most infectious diseases. To describe mathematically and quantitatively the spread
of such diseases, numerous classical EMs have been developed and extensively studied, including the
SIR, SIS, SEIR, and SIRS models [1–3].

In particular, the studies presented in [1] focus on the numerical solution of systems of linear
parabolic equations modeling the transmission of HIV from mother to child. Numerical simulations
were provided to support the theoretical results.

In the papers [4–6], the authors study a diffusive SIR epidemic model with nonlinear incidence in
a heterogeneous environment. They establish the boundedness and uniform persistence of solutions
to the system, as well as the global stability of the constant endemic equilibrium in the case of a
homogeneous environment.

The papers [7, 8] study the dynamical behavior of a diffusive epidemic SIRI system with distinct
dispersal rates. The overall solution of the system is derived using Lp theory and Young’s inequality.
∗Corresponding author. E-mail:allaberen.ashyralyev@bau.edu.tr
Received: 25 June 2025; Accepted: 18 September 2025.
c© 2025 The Authors. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/)
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The uniform boundedness of the solution is established, and the asymptotic smoothness of the semi-
flow, as well as the existence of a global attractor, is discussed.

Finally, the papers [9,10] focus on a reaction-diffusion SEIR (susceptible-exposed-infected-recovered)
epidemic model with a mass-action infection mechanism. The basic reproduction number of the SEIR
model is defined, and its properties are studied under conditions of low mobility of the susceptible
and exposed/infected populations, respectively. In a homogeneous environment, the global asymptotic
stability of both the disease-free equilibrium and the endemic equilibrium is determined by the ba-
sic reproduction number. Furthermore, the asymptotic behavior of the endemic equilibrium (when it
exists) is analyzed in a spatially heterogeneous environment with low migration rates of the susceptible,
exposed, or infected populations.

Various classes of mixed boundary value problems for systems of partial differential equations can be
transformed into initial value problems for systems of semilinear ordinary differential equations [11,12]


dw1 (t)
dt + µw1 (t) +Aw1 (t) = −z(t, w1 (t), w2 (t)),

dw2 (t)
dt + (ξ + µ)w2 (t) +Aw2 (t) = z(t, w1 (t), w2 (t))−Υ(t, w2 (t)),

dw
3
(t)

dt + µw
3
(t) +Aw

3
(t) = Υ(t, w2 (t)), t ∈ (0, b),

wn(0) = ψn, n = 1, 3

(1)

in a Hilbert space ℵ with an unbounded elliptic operator A.
Throughout this paper, a theorem on the EU of BSs to the abstract problem (1) is proved. The

results are illustrated by their application to a system of semilinear parabolic equations, demonstrating
their effectiveness in both one- and multi-dimensional settings with appropriate boundary conditions.
Furthermore, a discrete analogue of the theoretical results is developed for a first-order accurate time-
difference scheme. Numerical simulations are included to illustrate and validate the theoretical results.

1 BS of the differential problem (1)

Let ℵ be a Hilbert space, and let A be a positive definite self-adjoint operator such that A ≥ δI
for some δ > 0. Throughout this paper, the family {exp(−tA), t ≥ 0} denotes the strongly continuous
exponential operator-function.

By applying the spectral representation of a self-adjoint positive definite operator in a Hilbert
space, we obtain the following estimate:

‖exp(−tA)‖ℵ→ℵ ≤ e
−δt, t ≥ 0. (2)

A vector-valued function w(t) =
(
w1(t), w2(t), w3(t)

)T is said to be a solution of problem (1) if the
following conditions are satisfied:

(i) For each m ∈ {1, 2, 3}, wm(t) is a continuously differentiable function on the interval (0, b).

(ii) For all t ∈ [0, b] and each m = 1, 3, the element wm(t) belongs to the domain D(A) of the
operator A, and the function Awm(t) is continuous on [0, b].

(iii) The functions z(t, w1(t), w2(t)) and Υ(t, w2(t)) are continuous for all t ∈ [0, b].

(iv) The function w(t) satisfies the system of equations and initial conditions given in (1).

The proof of the main theorem regarding the EU of a BS of problem (1) is based on reducing the
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problem to an equivalent system of integral equations

w1(t) = e−µte−Atψ1 −
t∫

0

e−µ(t−λ)e−A(t−λ)z
(
λ,w1 (λ), w2 (λ)

)
dλ,

w2(t) = e−(µ+ξ)te−Atψ2 +
t∫

0

e−(µ+ξ)(t−λ)e−A(t−λ)z
(
λ,w1 (λ), w2 (λ)

)
dλ

−
t∫

0

e−(µ+ξ)(t−λ)e−A(t−λ)Υ
(
λ,w2 (λ)

)
dλ,

w3(t) = e−µte−Atψ3 +
t∫

0

e−µ(t−λ)e−A(t−λ)Υ
(
λ,w2 (λ)

)
dλ

(3)

in C (ℵ) and the use of successive approximations. Here, C (ℵ) stands for the Banach space of the
continuous functions z(t) defined on [0, b] with values in ℵ, equipped with the norm

‖z‖C = max
t∈[0,b]

‖z (t)‖ℵ .

We introduce the equivalent norm

‖ z ‖CL= max
t∈[0,b]

e−Lt ‖z(t)‖ℵ , L > 0.

The recursive formula for the solution of problem (3) is

nw1(t) = e−µte−Atψ1 −
t∫

0

e−µ(t−λ)e−A(t−λ)z
(
λ, (n− 1)w1 (λ), (n− 1)w2 (λ)

)
dλ,

nw2(t) = e−(µ+ξ)te−Atψ2

+
t∫

0

e−(µ+ξ)(t−λ)e−A(t−λ)z
(
λ, (n− 1)w1 (λ), (n− 1)w2 (λ)

)
dλ

−
t∫

0

e−(µ+ξ)(t−λ)e−A(t−λ)Υ
(
λ, (n− 1)u2 (λ)

)
dλ,

nw3(t) = e−µte−Atψ3 +
t∫

0

e−µ(t−λ)e−A(t−λ)Υ
(
λ, (n− 1)w2 (λ)

)
dλ, n = 1, 2, ...,

0wm(t), m = 1, 3 are given.

(4)

Theorem 1. Assume the following conditions are satisfied:
1. For each m = 1, 3, the initial function ψm belong to the domain D(A) of the operator A, and

‖ψm‖D(A) = M1. (5)

2. The function z : [0, b]× ℵ × ℵ → ℵ is continuous and satisfies the uniform bound:

‖z(t, w(t), u(t))‖ℵ ≤M2, (6)

for all (t, w, u) ∈ [0, b] × ℵ × ℵ. In addition, the mapping z fulfills a Lipschitz condition that
holds uniformly in t:

‖z(t, w, u)−z(t, z, v)‖ℵ ≤ L1 (‖w − z‖ℵ + ‖u− v‖ℵ) . (7)

3. The function Υ : [0, b]× ℵ → ℵ is uniformly Lipschitz continuous w.r.t. the variable t:

‖Υ(t, w(t))‖ℵ ≤M3 (8)

for all (t, w) ∈ [0, b]× ℵ. In addition, Υ satisfies a Lipschitz condition uniformly w.r.t. t:

‖Υ(t, w)−Υ(t, z)‖ℵ ≤ L2‖w − z‖ℵ. (9)
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Here, Lr for r = 1, 2 and Mr for r = 1, 2, 3 are positive constants. Then, under these assumptions,
there exists a unique solution w(t) =

(
w1(t), w2(t), w3(t)

)T of the problem (1), which is bounded in
the product space C3(ℵ) = C(ℵ)× C(ℵ)× C(ℵ).

Proof. Since w3(t) does not appear in equations for dw1 (t)
dt and dw2 (t)

dt , it is sufficient to analyze the
behaviors of solutions w1 (t) and w2 (t) of (1) in the norm of the space CL (ℵ).

According to the method of recursive approximation (4), we get

wm(t) = 0wm(t) +

∞∑
i=0

[(i+ 1)wm(t)− iwm(t)] , m = 1, 2, (10)

where

0wm(t) =

{
e−µte−Atψ1, m = 1, 3,

e−(µ+ξ)te−Atψ2, m = 2.

Using formula (4) and estimates (2), (5), (6) and (8), we obtain

e−Lt‖1w1(t)− 0u1(t)‖ℵ

≤
∫ t

0
exp (−(µ+ L) (t− λ))‖e−A(t−λ)‖‖z

(
λ, 0w

1
(λ), 0w

2
(λ)
)
‖ℵdλ ≤

M2

µ+ L
,

e−Lt‖1w2(t)− 0w2(t)‖ℵ

≤
∫ t

0
exp (−(µ+ ξ + L) (t− λ))‖e−A(t−λ)‖

[
‖z
(
λ, 0w

1
(λ), 0w

2
(λ)
)
‖ℵ + ‖Υ

(
λ, 0w

2
(λ)
)
‖ℵ
]
dλ

≤ M2 +M3

µ+ ξ + L

for any t ∈ [0, b]. Using the triangle inequality, we get

e−Lt‖1w1(t)‖ℵ ≤M1 +
M2 +M3

µ+ L
, e−Lt‖1w2(t)‖ℵ ≤M1 +

M2 +M3

µ+ L

for any t ∈ [0, b]. Using formula (4) and estimates (2), (6), (7) and (9), we obtain

e−Lt‖2w1(t)− 1w1(t)‖ℵ

≤
∫ t

0
exp (−(µ+ L) (t− λ))e−Lλ‖e−A(t−λ)‖‖z

(
λ, 1w

1
(λ), 1w

2
(λ)
)
−z

(
λ, 0w

1
(λ), 0w

2
(λ)
)
‖ℵdλ

≤ 2L1 (M2 +M3)

(µ+ L)2 ≤ 2 (L1 + L2) (M2 +M3)

(µ+ L)2 ,

e−Lt‖2w2(t)− 1w2(t)‖ℵ

≤
∫ t

0
exp (−(µ+ ξ + L) (t− λ))e−Lλ‖e−A(t−λ)‖‖z

(
λ, 1w

1
(λ), 1w

2
(λ)
)
−z

(
λ, 0w

1
(λ), 0w

2
(λ)
)
‖ℵdλ

+

∫ t

0
exp (−(µ+ ξ + L) (t− λ))e−Lλ‖e−A(t−λ)‖‖Υ

(
λ, 1w

2
(λ)
)
−Υ

(
λ, 0w

2
(λ)
)
‖ℵdλ

≤ (2L1 + L2) (M2 +M3)

(µ+ L)2 ≤ 2 (L1 + L2) (M2 +M3)

(µ+ L)2
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for any t ∈ [0, b]. Then,

e−Lt‖2w1(t)‖ℵ ≤M1 +
M2 +M3

µ+ L
+

2 (L1 + L2) (M2 +M3)

(µ+ L)2 ,

e−Lt‖2w2(t)‖ℵ ≤M1 +
M2 +M3

µ+ L
+

2 (L1 + L2) (M2 +M3)

(µ+ L)2

for any t ∈ [0, b]. Let

e−Lt‖nwm(t)− (n− 1)wm(t)‖ℵ ≤
2n−1 (L1 + L2)n−1 (M2 +M3)

(µ+ L)n
, m = 1, 2.

Thus, we arrive at
e−Lt‖ (n+ 1)w1(t)− nw1(t)‖ℵ

≤
∫ t

0
e−(µ+L)(t−λ)e−Lλ‖e−A(t−λ)‖‖z

(
λ, nw

1
(λ), nu

2
(λ)
)
−z

(
λ, (n− 1)w

1
(λ), (n− 1)w

2
(λ)
)
‖ℵdλ

≤ 2L12n−1 (L1 + L2)n−1 (M2 +M3)

(µ+ L)n+1 ≤ 2n (L1 + L2)n (M2 +M3)

(µ+ L)n+1 ,

e−Lt‖ (n+ 1)w2(t)− nw2(t)‖ℵ

≤
∫ t

0
e−(µ+ξ+L)(t−λ)e−Lλ‖e−A(t−λ)‖‖z

(
λ, 1w

1
(λ), 1w

2
(λ)
)
−z

(
λ, 0w

1
(λ), 0w

2
(λ)
)
‖ℵdλ

≤ (2L1 + L2) 2n−1 (L1 + L2)n−1 (M2 +M3)

(µ+ L)n+1 ≤ 2n (L1 + L2)n (M2 +M3)

(µ+ L)n+1

for any t ∈ [0, b]. Then,
e−Lt‖ (n+ 1)wm(t)‖ℵ

≤M1 +
M2 +M3

µ+ L
+

2 (L1 + L2) (M2 +M3)

(µ+ L)2 + · · ·+ 2n (L1 + L2)n (M2 +M3)

(µ+ L)n+1 , m = 1, 2

for each t ∈ [0, b]. Then, for any n, n ≥ 1, we have

e−Lt‖ (n+ 1)w1(t)− nw1(t)‖ℵ ≤
2n (L1 + L2)n (M2 +M3)

(µ+ L)n+1 , m = 1, 2,

and
e−Lt‖ (n+ 1)wm(t)‖ℵ

≤M1 +
M2 +M3

µ+ L
+

2 (L1 + L2) (M2 +M3)

(µ+ L)2 + · · ·+ 2n (L1 + L2)n (M2 +M3)

(µ+ L)n+1 , m = 1, 2

by induction. It follows from this and formula (10) that

e−Lt‖wm(t)‖ℵ ≤ ‖0wm(t)‖ℵ +
∞∑
i=0

e−Lt‖(i+ 1)wm(t)− iwm(t)‖ℵ

≤M1 +
∞∑
i=0

2i (L1 + L2)i (M2 +M3)

(µ+ L)i+1
, m = 1, 2

which proves the existence of a BS of problem (1) in norm CL ([0, b],ℵ) . From this, it follows the
existence of a BS of problem (1) in norm C ([0, b],ℵ) . Theorem 1 is proved.
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Now, consider the applications of Theorem 1.
First, we investigate the initial-boundary value problem for one-dimensional system of SPDEs

∂Ψ1(t,z)
∂t −

(
a(z)Ψ1

z (t, z)
)
z
− β (a(−z)Ψz (t,−z))z + (δ + µ) Ψ1(t, z)

= −z(t, z; Ψ1 (t, z),Ψ2 (t, z)),
∂Ψ2(t,z)

∂t −
(
a(z)Ψ2

z (t, z)
)
z
− β (a(−z)Ψz (t,−z))z + (δ + µ+ ξ) Ψ2(t, z)

= z(t, z; Ψ1 (t, z),Ψ2 (t, z))−Υ(t, z; Ψ2 (t, z)),
∂Ψ3(t,z)

∂t −
(
a(z)Ψ3

z (t, z)
)
z
− β (a(−z)Ψz (t,−z))z + (δ + µ) Ψ3(t, z)

= Υ(t, z; Ψ2 (t, z)), t ∈ (0, b), −d < z < d,
Ψm(t,±d) = 0, t ∈ [0, b], m = 1, 3,
Ψm(0, z) = ψm(z), ψm(±d) = 0, z ∈ [−d, d] , m = 1, 3,

(11)

where a(z) and ψ(z) are given sufficiently smooth functions. Here, δ > 0 is a sufficiently large number.
We will suppose that a ≥ a (z) = a (−z) ≥ δ > 0, δ − a |β| ≥ 0.

Theorem 2. Suppose the following conditions are satisfied:
1. For each m = 1, 3, the initial function ψm belongs to the Sobolev space W 2

2 [−d, d], and

‖ψm‖W 2
2 [−d,d] ≤M1.

2. The function
z : [0, b]× [−d, d]× L2[−d, d]× L2[−d, d]→ L2[−d, d]

is continuous in the time variable t and satisfies the uniform bound

‖z(t, ·, w(t, ·), u(t, ·))‖L2[−d,d] ≤M2

for all (t, ·, w, u) ∈ [0, b] × L2[−d, d] × L2[−d, d]. Moreover, z satisfies a Lipschitz condition
uniformly in t:

‖z(t, ·, w, u)−z(t, ·, p, q)‖L2[−d,d] ≤ L1

(
‖w − p‖L2[−d,d] + ‖u− q‖L2[−d,d]

)
.

3. The function
Υ : [0, b]× [−d, d]× L2[−d, d]→ L2[−d, d]

is continuous in t and satisfies the uniform bound:

‖Υ(t, ·, w(t, ·))‖L2[−d,d] ≤M3

for all (t, w) ∈ [0, b]× L2[−d, d]. Additionally, Υ satisfies a Lipschitz condition uniformly in t:

‖Υ(t, ·, w)−Υ(t, ·, u)‖L2[−d,d] ≤ L2 ‖w − u‖L2[−d,d] .

Here and in the sequel, the constants Lm (for m = 1, 2) and Mm (for m = 1, 3) are assumed to be
positive.

Then, under the above assumptions, there exists a unique solution Ψ(t, z) =

=

(
Ψ1(t, z),Ψ2(t, z),Ψ3(t, z)

)T
to problem (11), which is bounded in the space C3 (L2[−d, d]) =

C (L2[−d, d])× C (L2[−d, d])× C (L2[−d, d]).
The proof of Theorem 2 is based on the abstract Theorem 1, the self-adjointness and positivity in

L2 [−d, d] of a differential operator Az defined by the formula

Azω(z) = − (a(z)ωz(z)z − β (a(−z)ωz (−z))z + δω (z)
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with the domain D(Az) =
{
ω ∈W 2

2 [−d, d] : ω (−d) = ω (d) = 0
}
[13] and on the estimate

‖ exp{−tAz}‖L2[−d,d]→L2[−d,d] ≤ 1, t ≥ 0.

Second, we study the initial-boundary value problem for a multidimensional system of SPDEs

∂Ψ1(t,z)
∂t −

n∑
r=1

(ar(z)Ψ
1
zr)zr + (δ + µ) Ψ1(t, z) = −z(t, z; Ψ1 (t, z),Ψ2 (t, z)),

∂Ψ2(t,z)
∂t −

n∑
r=1

(ar(z)Ψ
2
zr)zr + (δ + µ+ ξ) Ψ2(t, z)

= z(t, z; Ψ1 (t, z),Ψ2 (t, z))−Υ(t, z; Ψ2 (t, z)),
∂Ψ3(t,z)

∂t −
n∑
r=1

(ar(z)Ψ
3
zr)zr + (δ + µ) Ψ3(t, z)

= Υ(t, z; Ψ2 (t, z)), t ∈ (0, b), z = (z1, ..., zn) ∈ Ω,

Ψp(0, z) = ψp(z), z ∈ Ω, p = 1, 3,
Ψp(t, z) = 0, t ∈ [0, b], z ∈ S, p = 1, 3,

(12)

where ar(z) and ψp(z) are given sufficiently smooth functions and δ > 0 is a sufficiently large number
and ar(z) > 0. Here, Ω ⊂ Rn is an open and bounded domain whose boundary S is smooth and we
put Ω = Ω ∪ S.

Theorem 3. Suppose the following conditions are satisfied:
1. For each m = 1, 3, the initial function ψm belongs to the Sobolev space W 2

2 (Ω), and

‖ψm‖W 2
2 (Ω) ≤M1.

2. The function
z : [0, b]× [0, l]× L2(Ω)× L2(Ω)→ L2(Ω)

is continuous in the time variable t, and satisfies the uniform bound:

‖z(t, ·, w(t, ·), u(t, ·))‖L2(Ω) ≤M2

for all (t, w, u) ∈ [0, b] × L2(Ω) × L2(Ω). Moreover, z satisfies a Lipschitz condition uniformly
in t:

‖z(t, ·, w, u)−z(t, ·, p, q)‖L2(Ω) ≤ L1

(
‖w − p‖L2(Ω) + ‖u− q‖L2(Ω)

)
.

3. The function
Υ : [0, b]× [0, l]× L2(Ω)→ L2(Ω)

is continuous in t, and satisfies the uniform bound:

‖Υ(t, ·, w(t, ·))‖L2(Ω) ≤M3

for all (t, w) ∈ [0, b]× L2(Ω). Υ satisfies a Lipschitz condition uniformly in t:

‖Υ(t, ·, w)−Υ(t, ·, p)‖L2(Ω) ≤ L2 ‖w − p‖L2(Ω) .

Then, under the above assumptions, there exists a unique solution Ψ(t, z) =

=
(
Ψ1(t, z),Ψ2(t, z),Ψ3(t, z)

)T to problem (12), which is bounded in the space C3(L2(Ω)) = C
(
L2(Ω)

)
×

C
(

2(Ω)
)
× C

(
L2(Ω)

)
.

The proof of Theorem 3 is based on the abstract Theorem 1, on the self-adjointness and positivity
in L2(Ω) of a differential operator Az defined by the formula

AzΩ(z) = −
n∑
r=1

(ar(z)Ωzr)zr + δΩ(z)
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with domain [12]

D(Az) =
{
ω(z) : ω(z), (ar(z)ωzr)zr ∈ L2(Ω), 1 ≤ r ≤ n, ω(z) = 0, z ∈ S

}
and on the estimate

‖ exp{−tAz}‖L2(Ω)→L2(Ω) ≤ 1, t ∈ [0,∞)

and the following theorem on coercivity inequality for the solution of the elliptic problem in L2(Ω) [12].

2 BS of the difference scheme

For the approximate solution of (1) we consider a grid space

[0, b]τ =
{
tk = kτ, k = 1, N, Nτ = b

}
.

We consider the first order of accuracy difference scheme
u1k−u

1
k−1

τ + µu1

k +Au1
k = −z(tk, u

1

k, u
2

k),
u2k−u

2
k−1

τ + (ξ + µ)u2

k +Au2
k = z(tk, u

1

k, u
2

k)−Υ(tk, u
2

k),
u3k−u

3
k−1

τ + µu3

k +Au3
k = Υ(tk, u

2

k), k = 1, N,
up0 = ψp, p = 1, 3

(13)

for the approximate solution of problem (1). The proof method for the basic theorem on the EU of
a BS of difference scheme (13) uniformly w.r.t. τ is based on reducing (13) to an equivalent system
of semilinear difference equations. Actually, an equivalent system of semilinear difference equations
for (13) is 

u1
k = Rkψ1 −

k∑
m=1R

k−m+1z(tm, u
1

m, u
2

m)τ,

u2
k = Rk1ψ

2 +
k∑
m=1R

k−m+1
1

[
z(tm, u

1

m, u
2

m)−Υ(tm, u
2

m)
]
τ,

u3
k = Rkψ3 +

k∑
m=1R

k−m+1Υ(tm, u
2

m)τ, k = 1, N

(14)

in C3
τ (ℵ) = Cτ (ℵ)× Cτ (ℵ)× Cτ (ℵ) and the use of successive approximations. Here and in the future

R1 = (I+τ ((µ+ ξ) I +A))−1, R = (I+τ (µI +A))−1 and Cτ (ℵ) stands for the Banach space of mesh
functions wτ = {wp}Np=0 defined on [0, b]τ with values in ℵ, equipped with the norm

‖wτ‖Cτ (ℵ) = max
0≤p≤N

‖wp‖ℵ.

The recursive formula for the solution of DS (13) is

ru1k−ru
1
k−1

τ + µru1

k +Aru1
k = −z(tk, (r − 1)u1

k, (r − 1)u2

k),
ru2k−ru

2
k−1

τ + (ξ + µ) ru2

k +Aru2
k = z(tk, (r − 1)u1

k, (r − 1)u2

k)−Υ(tk, (r − 1)u2

k),
ru3k−ru

3
k−1

τ + µru3

k +Aru3
k = Υ(tk, (r − 1)u2

k), k = 1, N,
rup0 = ψp, p = 1, 3, r = 1, 2, ...,

0upk, k = 0, N, p = 1, 3 are given.

(15)

From (14) and (15) it follows
ru1

k = Rkψ1 −
k∑
i=1R

k−i+1z(tk, (r − 1)u1

k, (r − 1)u2

k)τ,

ru2
k = Rk1ψ

2 +
k∑
i=1R

k−i+1
1

[
z(tk, (r − 1)u1

k, (r − 1)u2

k)−Υ(tk, (r − 1)u2

k)
]
τ,

ru3
k = Rkψ3 +

k∑
i=1R

k−m+1Υ(tk, (r − 1)u2

k)τ, k = 1, N, r = 1, 2, ...,

0upk, k = 0, N, p = 1, 3 are given.

(16)
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Theorem 4. Let the assumptions of Theorem 1 be satisfied and

µ+ δ > 2 (L1 + L2) .

Then, there exists a unique BS uτ = {uk}Nk=0 of difference problem (13) in C3
τ (ℵ) uniformly w.r.t. τ .

Proof. Since u3
k does not appear in equations for

umk −u
m
k−1

τ ,m = 1, 2, it is sufficient to analyze the
behaviors of solutions u1

k and u
2

k of (13). According to the recursive approximation method (16), we get

umk = 0umk +

∞∑
i=0

[(i+ 1)umk − iumk ] , m = 1, 2, (17)

where

0umk =


Rkψm, m = 1, 3,

Rk1ψ
2, m = 2.

(18)

Applying the spectral representation of the self-adjoint positive definite operator in a Hilbert space,
we get the following estimates

‖R‖ℵ→ℵ ≤
1

1 + τ (µ+ δ)
, ‖R1‖ℵ→ℵ ≤

1

1 + τ (µ+ δ + ξ)
. (19)

From formula (18) and estimates (19) it follows that

‖0umk ‖ℵ ≤ ‖ψ
m‖ℵ ≤M1. (20)

Using formula (16), estimates (19), we get

‖1u1
k − 0u1

k‖ℵ ≤
k∑

m=1

‖Rk−m+1‖‖z(tm, 0u
1

m, 0u
2

m)‖ℵτ ≤
M2

µ+ δ
,

‖1u2
k − 0u2

k‖ℵ ≤
k∑

m=1

∥∥∥Rk−m+1
1

∥∥∥ [‖z(tm, 0u
1

m, 0u
2

m)‖ℵ + ‖Υ(tm, 0u
2

m)‖ℵ
]
τ ≤ M2 +M3

µ+ δ + ξ

for any k = 1, N. Using the triangle inequality and estimate (20), we get

‖1u1
k‖ℵ ≤M1 +

M2 +M3

µ+ δ
, ‖1u2

k‖ℵ ≤M1 +
M2 +M3

µ+ δ

for each k = 1, N. Using formula (16), estimates (19), (6) and (7), we can write

‖2u1
k − 1u1

k‖ℵ ≤
k∑

m=1

‖Rk−m+1‖‖z(tm, 1u
1

m, 1u
2

m)−z(tm, 0u
1

m, 0u
2

m)‖ℵτ ≤
2 (L1 + L2) (M2 +M3)

(µ+ δ)2 ,

‖2u2
k − 1u2

k‖ℵ ≤
k∑

m=1

‖Rk−m+1
1 ‖‖z(tm, 1u

1

m, 1u
2

m)−z(tm, 0u
1

m, 0u
2

m)‖ℵτ

+
k∑

m=1

‖Rk−m+1
1 ‖‖Υ(tm, 1u

2

m)−Υ(tm, 0u
2

m)‖ℵτ ≤
2 (L1 + L2) (M2 +M3)

(µ+ δ + ξ)2
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for any k = 1, N. Then,

‖2u1
k‖ℵ ≤M1 +

M2 +M3

µ+ δ
+

2 (L1 + L2) (M2 +M3)

(µ+ δ)2 ,

‖2u2
k‖ℵ ≤M1 +

M2 +M3

µ+ δ
+

2 (L1 + L2) (M2 +M3)

(µ+ δ)2

for each k = 1, N. Let

‖numk − (n− 1)umk ‖ℵ ≤
2n−1 (L1 + L2)n−1 (M2 +M3)

(µ+ δ)n
, m = 1, 2.

Using formula (16), estimates (19), (7) and (6), we get

‖ (n+ 1)u1
k − nu1

k‖ℵ ≤
k∑

m=1

‖Rk−m+1‖‖z(tm, nu
1

m, (n− 1)u
2

m)−z(tm, nu
1

m, (n− 1)u
2

m)‖ℵτ

≤ (2 (L1 + L2))n (M2 +M3)

(µ+ δ)n+1 ,

‖ (n+ 1)u2
k − nu2

k‖ℵ ≤
k∑

m=1

‖Rk−m+1
1 ‖‖z(tm, nu

1

m, nu
2

m)−z(tm, (n− 1)u
1

m, (n− 1)u
2

m)‖ℵτ

+
k∑

m=1

‖Rk−m+1
1 ‖‖Υ(tm, nu

2

m)−Υ(tm, (n− 1)u
2

m)‖ℵτ

≤ (2 (L1 + L2))n (M2 +M3)

(µ+ δ + ξ)n+1

for each k = 1, N. Then,

‖ (n+ 1)u1
k‖ℵ ≤M1 +

M2 +M3

µ+ δ
+

2 (L1 + L2) (M2 +M3)

(µ+ δ)2 + · · ·+ (2 (L1 + L2))n (M2 +M3)

(µ+ δ + ξ)n+1 ,

‖ (n+ 1)u2
k‖ℵ ≤M1 +

M2 +M3

µ+ δ
+

2 (L1 + L2) (M2 +M3)

(µ+ δ)2 + · · ·+ (2 (L1 + L2))n (M2 +M3)

(µ+ δ)n+1

for every k = 1, N. Therefore, for any n, n ≥ 1, we have that

‖ (n+ 1)upk − nu
p
k‖ℵ ≤

2n (L1 + L2)n (M2 +M3)

(µ+ δ)n+1 , p = 1, 2,

and ∥∥(n+ 1)upk
∥∥
ℵ ≤M1 +

n∑
r=0

2r (L1 + L2)r (M2 +M3)

(µ+ δ)r+1 , p = 1, 2

by induction. From this and formula (17) it follows that

‖upk‖ℵ ≤ ‖0u
p
k‖ℵ +

∞∑
r=0

‖(r + 1)upk − ru
p
k‖ℵ
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≤M1 +
∞∑
r=0

2r (L1 + L2)r (M2 +M3)

(µ+ δ)r+1 , p = 1, 2.

This proves the existence of a BS of DS (13) that is bounded in C3
τ (ℵ) uniformly w.r.t. τ . Theorem 4

is proved.
Now, let us consider the applications of Theorem 4. First, the mixed problem (11) for one-

dimensional system of SPDEs is considered. The discretization of problem (11) is carried out in
two steps.

In the first step, we define the grid space as follows:

[−d, d]h = {z : zr = rh, n = −K,K, Kh = d}.

We introduce the Hilbert spaces L2h = L2([−d, d]h) and W 2
2h = W 2

2 ([−d, d]h) of the grid functions
ψh(z) = {ψr}K−K defined on [−d, d]h, equipped with the norms

∥∥∥ψh∥∥∥
L2h

=

 ∑
z∈[−d,d]h

∣∣∣ψh(z)
∣∣∣2 h
1/2

,

∥∥∥ψh∥∥∥
W 2

2h

=
∥∥∥ψh∥∥∥

L2h

+

 ∑
z∈[−d,d]h

∣∣∣∣(ψh)zz,r
∣∣∣∣2 h
1/2

respectively. To the differential operator A generated by problem (11), we assign the difference operator
Azh by the formula

Azhψ
h(z) = {−(a(z)ψz(z))z,r − β (a(−z)ψz(−z))z,r + δψr}K−1

−K+1, (21)

acting in the space of grid functions ψh(z) = {ψr}K−K satisfying the conditions ψ−K = ψK = 0. With
the help of Azh, we arrive at the initial value problem

du1h(t,z)
dt + µu1h(t, z) +Azhu

1h(t, z) = −zh(t, z;u1h (t, z), u2h (t, z)),
du2h(t,z)

dt + (µ+ ξ)u2h(t, z) +Azhu
2h(t, z) = zh(t, z;u1h (t, z), u2h (t, z))

−Υh(t, z;u2h (t, z)),
du3h(t,z)

dt + µu3h(t, z) +Azhu
3h(t, z) = Υh(t, z;u2h (t, z)), t ∈ (0, b), z ∈ [−d, d]h,

umh(0, z) = ψm(z), m = 1, 3, z ∈ [−d, d]h

(22)

for an infinite system of semilinear ordinary differential equations. In the second step, we replace
problem (22) by DS (13)

u1k−u
1
k−1

τ + µu1

k +Azhu
1
k = −zh(tk, z, u

1

k, u
2

k),
u2k−u

2
k−1

τ + (ξ + µ)u2

k +Azhu
2
k = zh(tk, z, u

1

k, u
2

k)−Υh(tk, z, u
2

k),
u3k−u

3
k−1

τ + µu3

k +Azhu
3
k = Υh(tk, z, u

2

k), k = 1, N,
um0 = ψm, m = 1, 3.

(23)

Theorem 5. Let the assumptions of Theorem 2 be satisfied and µ + δ > 2 (L1 + L2). Then, there
exists a unique solution uτ = {uk}Nk=0 of DS (23) that is bounded in C3

τ (L2h) uniformly w.r.t. τ and h.
The proof of Theorem 5 is based on the main Theorem 4 and the symmetry properties of the

difference operator Azh defined by formula (21).
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Second, the initial-boundary value problem (12) for multidimensional system of SPDEs is consid-
ered. The discretization of problem (12) is also carried out in two steps. In the first step, let us define
the grid sets

Ωh =
{
z = zr = (h1r1, ..., hnrn), r = (r1, ..., rn), k = 0, Ni, hiNi = 1, i = 1, ..., n

}
,

Ωh = Ωh ∩ Ω, Sh = Ωh ∩ S.

We introduce the Banach spaces L2h = L2(Ωh) and W 2
2h = W 2

2 (Ωh) of the grid functions
ψh(z) = {ψ(h1r1, ..., hnrn)} defined on Ωh, equipped with the norms

∥∥∥ψh∥∥∥
L2h

=

∑
z∈Ωh

∣∣∣ψh(z)
∣∣∣2 h1 · · · hn

1/2

,

∥∥∥ψh∥∥∥
W2h

=
∥∥∥ψh∥∥∥

L2h

+

∑
z∈Ωh

n∑
r=1

∣∣∣∣(ψh)zrzr,rr
∣∣∣∣2 h1 · · · hn

1/2

respectively. To the differential operator A generated by problem (12), we assign the difference operator
Azh by the formula

Azhu
h
z = −

n∑
r=1

(
ar(z)u

h
zr

)
zr,rr

(24)

acting in the space of grid functions uh(z), satisfying the conditions uh(z) = 0 for all z ∈ Sh. It is
known that Azh is a self-adjoint positive definite operator in L2(Ωh). With the help of Azh, we arrive at
the initial value problem

du1h(t,z)
dt + µu1h(t, z) +Azhu

1h(t, z) = −zh(t, z;u1h (t, z), u2h (t, z)),
du2h(t,z)

dt + (µ+ ξ)u2h(t, z) +Azhu
2h(t, z) = zh(t, z;u1h (t, z), u2h (t, z))

−Υh(t, z;u2h (t, z)),
du3h(t,z)

dt + µu3h(t, z) +Azhu
3h(t, z) = Υh(t, z;u2h (t, z)), t ∈ (0, b), z ∈ Ωh,

umh(0, z) = ψm(z), m = 1, 3, z ∈ Ωh

(25)

for an infinite system of semilinear ordinary differential equations. In the second step, we replace
problem (25) by DS (13)

u1k−u
1
k−1

τ + µu1

k +Azhu
1
k = −zh(tk, z, u

1

k, u
2

k),
u2k−u

2
k−1

τ + (ξ + µ)u2

k +Azhu
2
k = zh(tk, z, u

1

k, u
2

k)−Υh(tk, z, u
2

k),
u3k−u

3
k−1

τ + µu3

k +Azhu
3
k = Υh(tk, z, u

2

k), k = 1, N,
um0 = ψm, m = 1, 3.

(26)

Theorem 6. Let the assumptions of Theorem 3 be satisfied and µ + δ > 2 (L1 + L2). Then, there
exists a unique solution uτ = {uk}Nk=0 of DS (26) that is bounded in C3

τ (L2h) uniformly w.r.t. h and τ .
The proof of Theorem 6 is based on Theorem 4 and the symmetry properties of the difference

operator Azh defined by formula (24) and the theorem on the coercivity inequality of an elliptic problem
in L2h [13].
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3 Numerical experiments

When analytical methods fail to provide exact solutions or become intractable, numerical methods
play a crucial role in obtaining approximate solutions of partial differential equations. Over the years,
numerous significant contributions have been made in this area, and various reliable techniques have
been developed.

In the present section, we focus on the numerical approximation of the solution to a given initial-
boundary value problem. Specifically, we employ a finite DS of first-order accuracy. To solve the
resulting discrete system, we apply a modified Gauss elimination method.

Furthermore, we provide an error analysis for both the first-order and second-order accurate DSs,
highlighting their performance and convergence behavior. We now consider the following initial-
boundary value problem for a system of SPDEs:

Ψ1
t (t, z) + νΨ1(t, z)− βΨ1

zz(t, z)

= (−1 + ν + β)e−t sin z − sin
(
Ψ1(t, z)Ψ2(t, z)− e−2t sin2 z

)
,

Ψ2
t (t, z) + (µ+ ξ)Ψ2(t, z)− dΨ2

zz(t, z)

= (−1 + ν + ξ + d)e−t sin z,

+ sin
(
Ψ1(t, z)Ψ2(t, z)− e−2t sin2 z

)
− cos

(
Ψ2(t, z)− e−t sin z

)
,

Ψ3
t (t, z) + νΨ1(t, z)− γΨ3

zz(t, z)

= (−1 + ν + γ)e−t sin z + cos
(
Ψ2(t, z)− e−t sin z

)
, t ∈ (0, 1), z ∈ (0, π),

Ψm(0, z) = sin z, z ∈ [0, π], m = 1, 3,

Ψm(t, 0) = Ψm(t, π) = 0, t ∈ [0, 1], m = 1, 3.

(27)

The spatial variable z may be treated as either discrete or continuous, depending on the context.
In all cases, z represents population mobility, such as travel or migration between cities, towns, or even
countries.

The exact solution of problem (27) is given by:

Ψm(t, z) = e−t sin z, m = 1, 3.

We now present a first-order accurate iterative DS for approximating the solution of the initial-
boundary value problem (27):



1
τ

(
ru1,k

n − ru1,k−1
n

)
+ νru1,k

n − β
h2

(
ru1,k

n+1 − 2ru1,k
n + ru1,k

n−1

)
= (−1 + ν + β)e−tk sin zn − sin

(
(r − 1)u1,k

n (r − 1)u2,k
n − e−2tk sin2 zn

)
,

1
τ

(
ru2,k

n − ru2,k−1
n

)
+ (µ+ ξ)ru2,k

n − d
h2

(
ru2,k

n+1 − 2ru2,k
n + ru2,k

n−1

)
= (−1 + ν + ξ + d)e−tk sin zn

+ sin
(

(r − 1)u1,k
n (r − 1)u2,k

n − e−2tk sin2 zn

)
− sin

(
(r − 1)u2,k

n − e−tk sin zn

)
,

1
τ

(
ru3,k

n − ru3,k−1
n

)
+ νru3,k

n − γ
h2

(
ru1,k

n+1 − 2ru1,k
n + ru1,k

n−1

)
= (−1 + ν + γ)e−tk sin zn + sin

(
(r − 1)u2,k

n − e−tk sin zn

)
,

tk = kτ, k = 1, N, Nτ = 1, zn = nh, n = 1,K − 1, Kh = π,

rum,0n = ψm(zn), rum,k0 = rum,kK = 0, k = 0, N,

0um,kn is the initial guess, m = 1, 3, k = 0, N, n = 0,K.

(28)

To solve the DS (28), we follow the iterative procedure described below. For each time step
k = 0, N − 1 and spatial index n = 0,K:
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1. Initialize iteration with r = 1.
2. Assume (r − 1)um,kn is known for all m.
3. Compute rum,kn using the difference equations.
4. If the maximum absolute error between (r − 1)um,kn and rum,kn exceeds a prescribed tolerance,

increment r → r + 1 and repeat from step 2. Otherwise, accept rum,kn as the solution.

The errors of numerical solutions are computed by

(rEm)NK = max
k=1,N, n=1,K−1

∣∣∣Ψm(tk, zn)− rum,kn

∣∣∣ , m = 1, 3,

where Ψm(tk, zn) is the exact solution, and rum,kn is the numerical approximation at the grid point
(tk, zn) for each m.

The results of the error computations for different grid resolutions are presented in Table 1.

T a b l e 1

Maximum error (rEm)NK for different values of N = K and r = 6

(rEm)NM N = K = 20 N = K = 40 N = K = 80

m = 1 0.0068 0.0032 0.0016
m = 2 0.0071 0.0033 0.0016
m = 3 0.0073 0.0034 0.0017

As observed in Table 1, when the values of N and K are doubled, the error decreases approximately
by a factor of 1/2, which is consistent with the behavior of a first-order accurate finite DS as defined
in equation (28). The numerical results confirm both the stability and the accuracy of the proposed
DS.

Conclusion

In the present paper, we have established a theorem concerning the EU of a BS for a semilinear
system of parabolic equations that models the spread of epidemics with a general semilinear incidence
rate. The single-step DS of the w.r.t. for the numerical approximation of the semilinear system has
been investigated.

Furthermore, we proved a theorem concerning the EU of a BS for the DS, uniformly w.r.t. the
time step τ . The BSs of the semilinear parabolic system and its corresponding numerical scheme were
derived. Finally, numerical results were presented for a test problem to illustrate the effectiveness and
precision of the proposed DS. Applying methods from this paper and from papers [14] and [15] we can
present similar results from this paper for a BS for a semilinear system of delay parabolic equations
that models the spread of epidemics with a delay semilinear incidence rate.
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On a stable difference scheme for numerically solving a reverse
parabolic source identification problem
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This article is devoted to the study of source identification problems for reverse parabolic partial differential
equations with nonlocal boundary conditions. The principal aim of the work is to construct and analyze
stable difference schemes that can be effectively employed for obtaining approximate solutions of such
inverse problems. In particular, attention is focused on the Rothe difference scheme, and stability estimates
for the corresponding discrete solutions are rigorously derived. These estimates guarantee the reliability and
convergence of the proposed numerical method. A stability theorem for the solution of the difference scheme
related to the source identification problem is proved. To establish the well-posedness of the underlying
differential problem, the operator-theoretic approach is employed, ensuring a solid analytical foundation
for the numerical method. Furthermore, the investigation is extended to an abstract setting for difference
schemes, which is then applied to the numerical solution of reverse parabolic equations under boundary
conditions of the first kind. This unified framework emphasizes both the theoretical justification and the
computational effectiveness of the proposed approach. Finally, the efficiency of the developed method is
demonstrated through a numerical illustration with a test example.

Keywords: reverse parabolic equation, inverse problem, difference scheme (DS), partial differential equa-
tion (PDE), source identification problem (SIP), self-adjoint positive definite operator (SAPDO), stability
estimate, well-posedness.
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Introduction

In recent decades, the importance of SIPs in the mathematical modeling of real-world processes
has grown significantly (see [1, 2]). Comprehensive reviews, detailed references, and classifications of
recent studies devoted to SIPs for parabolic PDEs can be found in [3–5]. The solvability of various
inverse problems for parabolic equations was investigated in [6–8], while the well-posedness of SIPs
for hyperbolic–parabolic equations was analyzed in [9]. The work [10] focused on the identification of
a space-dependent source term in the heat equation. A numerical algorithm for solving certain SIPs
for parabolic equations backward in time was proposed in [11]. The authors of [12] examined the
backward-in-time problem for a semilinear system of parabolic equations, whereas [13] developed a
regularization technique for the spherically symmetric backward heat conduction problem. Moreover,
a numerical approach for the backward heat conduction problem was introduced in [14]. In addition,
several stable difference schemes for various direct nonlocal problems associated with reverse parabolic
equations have been developed by different researchers (see, for instance, [15, 16] and the references
therein).
∗Corresponding author. E-mail: charyar@gmail.com
This work was funded by the grant no. AP19676663 of the Science Committee of the Ministry of Science and Higher

Education of the Republic of Kazakhstan.
Received: 14 July 2025; Accepted: 16 September 2025.
c© 2025 The Authors. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/)

Mathematics Series. No. 4(120)/2025 85



C. Ashyralyyev, M.A. Sadybekov

We denote by H, a Hilbert space and by A : H → H, a SAPDO such that A > δI for a real number
δ > 0, and I identity operator. Let γk, µk, k = 1, ..., s be given real numbers so that

|µ1|+ ...+ |µs| < 1, 0 ≤ γ1 < γ2 < ... < γs < 1 (1)

hold.
We study SIP to search for a pair (v, p) that satisfies reverse parabolic equation

dv

dt
(t)− Av(t) = p+ g(t), 0 < t < 1 (2)

and the following initial condition
v(0) = φ (3)

with a nonlocal condition

v(1) =

s∑
k = 1

µkv(γk) + ϕ (4)

for a given smooth function g : [0, 1]→ H and elements ϕ, φ ∈ H.
The well-posedness of the SIP (2)–(4) was established in the paper [17]. The aim of the current

study is a stable DS for approximate solution of the SIP (2)–(4), under the assumption (1). Namely,
we study the Rothe DS for approximate solution of this SIP and establish stability estimates for its
solutions. Subsequently, this approach is employed to obtain stability estimates for the approximate
solution of the SIP for a parabolic PDE. A numerical illustration of the test example is carried out.

1 Rothe DS

Denote by [0, 1]τ = {tk = kτ, k = 0, 1, · · · , N, Nτ = 1}, the set of uniform grid points for any
natural number N .

Let C([0, 1]τ , H) denote a linear space of grid functions ϑτ = {ϑk}N1 taking values in the space
H, and let Cτ (H) = C([0, 1]τ , H), Cατ (H) = Cα([0, 1]τ , H) be the corresponding Banach space of grid
functions equipped with the appropriate norms

‖ϑτ‖Cτ (H) = max
1≤k≤N

‖ϑk‖H, ‖ϑτ‖Cατ (H) = ‖ϑτ‖Cτ (H) + max
1≤k<k+r≤N

(rτ)−α‖ϑk+r − ϑk‖H,

where α ∈ (0, 1) is a given number.
Let us denote by R = (I + τ A)−1 the resolvent of A. Then (see [18]) the estimates

‖Rk‖H→H ≤ (1 + δτ)−k, ‖τRk‖H→H ≤ k−1, k ≥ 1 (5)

are valid. Let us li =
[γi
τ

]
, ρi = γi

τ − li, i = 1, ..., s.

Lemma 1. The operator

Sτ = I−

(
1−

s∑
i = 1

µi

)
RN −

s∑
i = 1

µiR
N−li

has an inverse Tτ = S−1
τ and it is bounded such that:

‖ Tτ ‖H→H≤M. (6)
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Proof. Since operator
(
I− RN

)
and its inverse are bounded, operator Sτ can be rewritten in the

form

Sτ =
(
I− RN

)(
1 +

s∑
i = 1

µi
(
I− RN

)−1
(
RN − RN−li

))
=
(
I− RN

)
Qτ .

Hence, to complete the proof it is sufficient to prove that the operator Qτ is invertible and Q−1
τ is

bounded. Spectral resolution of a SAPD operator (see [19]) and the assumption (1) give us

‖ Q−1
τ ‖H→H≤ supδ<λ<∞

1∣∣∣∣1+
s∑

i = 1
µi(1− (1+τλ) −N)

−1
((1 + τ λ)−N−(1 + τ λ)−(N−li))

∣∣∣∣ ≤
1

1−
s∑

i = 1
|µi|
≤M1.

Therefore, the proof of Lemma 1 is complete.

1.1 Stable DS

Now, we the consider the Rothe DS
τ−1(ϑk − ϑk−1) + Aϑk−1 = gk + p, gk = g(tk), 1 ≤ k ≤ N,

ϑN −
s∑

i = 1
µi ϑli = ϕ, ϑ0 = φ,

(7)

of approximate solution of the problem (2)-(3).
We now derive the solution of problem (7). One can see that a unique solution of the difference

problem 
τ−1(ϑk − ϑk−1) + Aϑk−1 = gk + p, 1 ≤ k ≤ N,

ϑN is given

exists and the formula

vk = RN−kvN + τ
N∑

j=k+1

Rj−k (p+ gj) , 0 ≤ k ≤ N − 1 (8)

holds. Applying formula (8) and the corresponding conditions, we get

RNϑN +

N∑
j=1

Rjpτ = φ−
N∑
j=1

Rjgjτ,

and (
I−

s∑
i = 1

µiR
N−li

)
ϑN −

s∑
i = 1

µi
∑N

j=li+1 R
j−lipτ =

s∑
i = 1

µi
∑N

j=li+1 R
j−ligjτ + ϕ.

Since

N∑
j=1

Rjτ = A−1 (I− RN ),
N∑

j=li+1

Rj−liτ = A−1 (I− RN−li),

we have that

RNϑN + (I− RN )A−1p = φ−
N∑
j=1

Rjgjτ (9)
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and (
I−

s∑
i = 1

µiR
N−li

)
ϑN −

s∑
i = 1

µi(I− RN−li)A−1p =
s∑

i = 1
µi
∑N

j=li+1 R
j−ligjτ + ϕ. (10)

The determinant operator ∆ for the system of equations (9) and (10) is defined by

∆ = −RN
s∑

i = 1
µi(I− RN−li)− (I− RN )

(
I−

s∑
i = 1

µiR
N−li

)

= RN
s∑
i= 1

µi − I + RN +
s∑

i =1
µiR

N−li = −
[
I−

(
1−

s∑
i = 1

µi

)
RN −

s∑
i= 1

µiR
N−li

]
.

Using Lemma 1, we get

ϑN = Tτ


φ− N∑

j=1

Rjgjτ

 (I− RN )

−

 s∑
i = 1

µi

N∑
j=li+1

Rj−ligjτ + ϕ

 (
I−

s∑
i=1

µiR
N−li

) (11)

and

A−1p = Tτ

{(
s∑

i = 1
µi
∑N

j=li+1 R
j−ligjτ + ϕ

)
RN −

(
φ−

∑N
j=1 R

jgjτ
) (

I−
s∑

i= 1
µiR

N−li
)}

. (12)

Therefore, DS (7) is uniquely solvable and defined by the formulas (8), (11) and (12).
Theorem 1. For the solution ({ϑk}Nk=1 , p) of problem (7) in Cτ (H) × H, the following stability

estimates
‖ p ‖H≤Mδ

(
‖ Aφ ‖H + ‖ Aϕ ‖H +α−1 ‖ {gk}Nk=1 ‖Cατ (H)

)
, (13)

‖ {ϑk}Nk=1 ‖Cτ (H) ≤ Mδ

(
‖ φ ‖H + ‖ ϕ ‖H + ‖ {gk}Nk=1 ‖Cτ (H)

)
(14)

hold, where the value of Mδ does not depend on τ, α, φ, ϕ, and {gk}Nk=1 .

Proof. From (12) it follows that

p = Tτ

{
Aϕ− ARNφ− τ

∑N
j=1 AR

N−j+1 (gj − gN ) −(I− RN −
s∑

i = 1
µi (I− Rli))gN

−τ
s∑

i = 1
µi

(∑li
j=1 A Rli−j+1 (gj − gN )

)}
.

Applying to the right side of the last formula the Cauchy–Shwarz and triangle inequalities and
estimates (5), (6), one can obtain estimate (13):

‖p‖H ≤‖ Tτ ‖H→H

(
‖Aϕ‖H +

∥∥ARN∥∥
H→H
‖φ‖H +

∑N−1
j=1

∥∥ARN−j+1
∥∥
H→H
‖gj − gN‖H τ

+

(
1 +

∥∥RN∥∥
H→H

+
s∑

i = 1
|µi |

(
1 +

∥∥Rli∥∥
H→H

))
‖gN‖H

)

≤Mδ

(
‖φ‖H + ‖ Aϕ ‖H +α−1 ‖ {gk}Nk=1 ‖Cατ (H)

)
.
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Using relation (8), the triangle inequality and the estimates (5), (6), we show that

‖ϑk‖H ≤
∥∥ R k

∥∥
H→H

‖φ‖H + τ
∑k

j=1

∥∥ R k−j+1
∥∥
H→H

‖gj‖H

+
(
1 +

∥∥ R k
∥∥
H→H

)
‖Tτ‖H→H

{
‖ϕ‖H +

∥∥RN∥∥
H→H
‖φ‖H + τ

∑N
j=1

∥∥RN−j+1
∥∥
H→H
‖gj‖H

+τ
s∑

i = 1
|µi|

∑li
j=1

∥∥Rli−j+1
∥∥
H→H
‖gj‖H

}
≤Mδ

(
‖φ‖H + ‖ Aϕ ‖H +α−1 ‖ {gk}Nk=1 ‖Cατ (H)

)
for any index k. From that, the estimate (14) follows.

2 The boundary value problem and its approximation

Let Ω = (0, l)n ⊂ Rn , S = ∂Ω,Ω = Ω ∪ S and (1) holds. Assume that φ ∈ L2(Ω), ϕ ∈ W2
2(Ω) and

g ∈ Cα(L2(Ω)), ar are smooth functions such that ∀x ∈ Ω, ar(x) ≥ a0 > 0, r = 1, ..., n, σ is a given
positive real number.

Let us consider in [0, 1] × Ω, SIP for a multi-dimensional reverse parabolic PDE with the
Dirichlet-type boundary condition

ϑt(x, t) +
n∑
i=1

(ai(x)ϑxi(x, t))xi − σϑ(x, t) = g(x, t) + p(x), 0 < t < 1, x = (x1, · · ·, xn) ∈ Ω,

ϑ(x, 0) = φ(x), ϑ(x, 1) =
s∑

k = 1

µkϑ(x, γk) + ϕ(x), x ∈ Ω,

ϑ(x, t) = 0, 0 ≤ t ≤ 1, x ∈ S.
(15)

The well-posedness of the SIP (15) was established in the paper [17].
Now, we will discretize SIP (15) in two steps. Let us take hrMr = l, r = 1, · · · , n. In the first step,

we define the grid spaces Ω̃h = {x = xm = (h1m1, · · · , hnmn); m = (m1, · · · ,mn),mr = 0, · · · ,Mr},
Ωh = Ω̃h ∩ Ω, Sh = Ω̃h ∩ S and the difference operator Axh by

Axh ϑ
h(x) = −

n∑
r= 1

(
ar(x)ϑhxr(x)

)
xr,jr

+ σϑh(x)

whose domain consists of all grid functions ϑh(x) satisfying the homogeneous boundary conditions
ϑh(x) = 0 for all x ∈ Sh.

By using Axh, we arrive at some infinite system of ordinary differential equations. Then, in the
second step of discretization, we obtain the first-order of ADS

τ−1
(
ϑhk(x)− ϑhk−1(x)

)
− Axhϑ

h
k−1(x) = fh(tk, x) + ph(x), tk = τk, 1 ≤ k ≤ N, x ∈ Ω̃h,

ϑh0(x) = φh(x), ϑhN (x) =
s∑

i = 1
µi ϑ

h
li

(x) + ϕh(x), x ∈ Ω̃h, li =
[
si
τ

]
, i = 1, ..., s.

(16)

Let L2h = L2(Ω̃h) and W2
2h = W2

2(Ω̃h) be spaces of the grid functions ϑh(x) = {ϑ(h1m1, · · · , hnmn)}
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defined on Ω̃h, equipped with the norms

∥∥ϑh∥∥
L2h

=
(∑

x∈Ω̃h
|ϑh(x)|2h1 · · ·hn

)1/2
,
∥∥ϑh∥∥

W22h
=
∥∥ϑh∥∥

L2h

+
(∑

x∈Ω̃h

∑n
r= 1

∣∣(ϑh)xr
∣∣2 h1 · · ·hn

)1/2
+
(∑

x∈Ω̃h

∑n
r= 1

∣∣(ϑh(x))xrxr, mr
∣∣2 h1 · · ·hn

)1/2
.

Denote by Cτ (L2h) = C([0, 1]τ , L2h), the Banach space of L2h-valued grid functions ϑτ = {ϑk}N1
with norm

‖ϑτ‖Cτ (L2h) = max
1≤k≤N

‖ϑk‖L2h .

Let Cα(L2h) = Cα([0, 1]τ , L2h) and Cατ (L2h) = Cατ ([0, 1]τ , L2h) be respectively the Hölder space and
the weighted Hölder space with the norms defined by (1) for H = L2h.

Theorem 2. Assume that τ and |h| =
√
h2

1 + · · ·+ h2
n are sufficiently small positive numbers,

φh ∈ L2h, ϕ
h ∈ D(Axh),

{
ghk
}N

1
∈ Cατ (L2h). Then, for the solutions of DS (16), the following stability

estimates hold:

∥∥ph∥∥Cτ (L2h)
≤Mδ

(∥∥φh∥∥
L2h

+
∥∥Axhϕh∥∥L2h

+ α−1
∥∥∥{ghk}N1 ∥∥∥Cατ (L2h)

)
,

∥∥∥{ϑhk}N1 ∥∥∥Cτ (L2h)
≤Mδ

(∥∥φh∥∥
L2h

+
∥∥ϕh∥∥

L2h
+
∥∥∥{ghk}N1 ∥∥∥Cτ (L2h)

)
,

where Mδ is independent of τ, φh(x), ϕh(x), and ghk (x), k = 1, · · · , N − 1.

The proof of Theorem 2 is based on estimates (13), (14), the theorem on the coercivity inequality
for the solution of the elliptic difference problem in L2h ([20]) and the triangle inequality.

3 Numerical algorithm and example

In [0, π]× [0, 1], we consider a test example to search for a pair of functions (p(x), ν(x, t)) for SIP
of reverse parabolic equation so that



νt(x, t) + (1 + 3x)2 νxx(x, t) + 6 (1 + 3x) νx(x, t)− ν(x, t) = p(x) + g(x, t), 0 < x < π, 0 < t < 1,

ν(x, 0) = φ(x), ν(x, 1) =
3∑

k=1

µk ν(x, sk) + ϕ(x), 0 ≤ x ≤ π,

ν(0, t) = 0, ν(1, t) = 0, 0 ≤ t ≤ 1.
(17)

Here ζ(x) = sin(x), φ(x) = ζ(x), µ1 = µ2 = µ3 = 1
6 , s1 = 0.3, s2 = 0.5, s3 = 0.7,

g(x, t) =
((
−4− (1 + 3x)2

)
ζ(x) + 6 (1 + 3x) cos(x)

)
e−3t, ϕ(x) =

(
1− 1

6

(
e−0.9 + e−1.5 + e−2.1

))
ζ(x).

The exact solution is
(
ζ(x), e−3tζ(x)

)
.

We use the algorithm to solve (17). It contains three steps. In the first step we search for solution

90 Bulletin of the Karaganda University



On a stable difference ...

of an auxiliary direct problem without source

ωt(x, t) + (1 + 3x)2 ωxx(x, t) + 6 (1 + 3x)ωx(x, t)− ω(x, t)

= (1 + 3x)2 φxx(x, t) + 6 (1 + 3x)φx(x, t) + g(x, t), 0 < t < 1, 0 < x < π,

ω(x, 1)−
3∑

k=1

µkω(x, sk) = ϕ(x), 0 ≤ x ≤ π,

ω(0, t) = 0, ω(1, t) = 0, 0 ≤ t ≤ 1.

(18)

Later, in the second step, we find a source function using the formula

p(x) = (1 + 3x)2 ωxx(x, 0) + 6 (1 + 3x)ωx(x, 0)− ω(t, 0).

Finally, in the third step we put in the right side of the reverse parabolic PDE and solve it to get the
solution ν(x, t),

Applying (16), we have the following DS

τ−1
(
ωnk − ωnk−1

)
+ (1 + 3xn)2 h−2

(
ωn+1
k−1 − 2ωnk−1 + ωn−1

k−1

)
+6 (1 + 3xn) (2h)−1 (ωn+1

k−1 − ω
n−1
k−1

)
− ωnk−1 = (1 + 3xn)2h−2

(
φn+1 − 2φn + φn−1

)
+6 (1 + 3xn) (2h)−1

(
φn+1 − φn−1

)
+ gnk , tk = k τ, 1 ≤ k ≤ N, xn = n h, 1 ≤ n ≤M − 1,

ωnN −
1
6 (ωl1 + ωl2 + ωl3) = ϕn, 0 ≤ n ≤M,

ω0
k = 0, ωMk = 0, 0 ≤ k ≤ N

(19)
for approximate solution (18). The approximate value of p at grid points xn is calculated using the
formula

pn = (1 + 3xn) h−2
(
ωn+1

0 − 2ωn0 + ωn−1
0

)
+ 6 (1 + 3xn) (2h)−1 (ωn+1

0 − ωn−1
0

)
− ωn0 ,

n = 1, ...,M − 1.

DS (19) can be rewritten in the matrix form

Anωn+1 +Bnωn + Cn ωn−1 = Iθn, n = 1, · · · ,M − 1, ω0 =
−→
0 , ωM =

−→
0 . (20)

Here, ωn =
[
ω n

0 · · · ω 0
N

]t
, ωn±1 =

[
ω n±1

0 · · · ω n±1
N

]t
, θn =

[
θ n

0 · · · θ n
N

]t are
(N+1)×1 column vectors, An, Bn, Cn are (N+1)2 square matrices, I is the (N+1)2 identity matrix,

An =


0 . . . 0 0

anI

0
...
0

 , Cn =


0 . . . 0 0

cnI

0
...
0

 ,

Bn =



0 0 0 · · · −1
6 · · · 0 0 1

d bn 0 · · · 0 · · · 0 0 0
0 d bn · · · 0 · · · 0 0 0
...

...
... · · · · · · · · ·

...
...

...
0 0 0 · · · 0 · · · d bn 0
0 0 0 · · · 0 · · · 0 d bn


,
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an = (1 + 3xn)2 h−2 + 6 (1 + 3xn) (2h)−1 , bn = −1− 1
τ − 2 (1 + 3xn)2 h−2,

cn = (1 + 3xn)2 h−2 − 6 (1 + 3xn) (2h)−1 , d = − 1
τ ,

θn0 = ψn, n = 1, · · · ,M − 1,

θnk = g(tk, xn) + (1 + 3xn)2 h−2
(
φn+1 − 2φn + φn−1

)
+6 (1 + 3xn) (2h)−1

(
φn+1 − φn−1

)
, k = 1, · · · , N, n = 1, · · · ,M − 1.

We use the modified Gauss elimination method to solve (20).
Numerical results are carried out using MATLAB. The numerical solutions of DS are evaluated for

distinct values of (N,M). ωkn represents the numerical value of ν(t, x) at (t, x) = (tk, xn) and pn is the
numerical value of p(x) at x = xn. The errors in the numerical solutions are computed by

Eν = max0≤k≤N

(
M−1∑
n=1
|ν(xn, tk)− νnk |

2 h

) 1
2

,

EpM =

(
M−1∑
n=1
|p(xn)− pn|2 h

) 1
2

.

In Table 1 we give the error between the exact solution and the numerical solution of the difference
scheme for distinct values of N and M . The table demonstrates that doubling the grid resolution
results in approximately a twofold reduction in error.

T a b l e 1

Error analysis

DS | N =M 20 40 80

Eν 1.308× 10−2 6.723× 10−3 3.447× 10−3

Ep 1.432× 10−2 7.012× 10−3 3.465× 10−3

Conclusion

In this work we consider SIPs for reverse parabolic PDEs with initial and nonlocal boundary
conditions. The main goal is to develop and analyze stable difference schemes, particularly the Rothe
scheme, for accurate numerical solutions. Stability estimates are rigorously proved, ensuring reliability
and convergence. The well-posedness of the problem is established, providing a strong analytical
basis. The study also extends to an abstract setting of difference schemes and applies the results to
reverse parabolic equations with first-kind boundary conditions. Numerical experiments confirm the
effectiveness of the proposed method.

In future work, we plan to construct and analyze high-order accurate and stable difference schemes
for the approximate solution of such SIPs.
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Inequalities for analytic functions associated with hyperbolic cosine
function
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In this paper, we investigate the geometric properties of a specific subclass of analytic functions satisfying
the condition f ′(z) ≺ cosh(

√
z) meaning that the function f ′(z) is subordinate to the function cosh(

√
z).

Also, we focus on deriving sharp inequalities for Taylor coefficients, particularly for b2 and the modulus of the
second derivative f ′′(z). Utilizing the Schwarz lemma, both on the unit disc and on its boundary, we provide
essential insights into the distortion and growth behaviors of these functions. The paper demonstrates the
sharpness of these inequalities through extremal functions and applies the Julia–Wolff lemma to establish
boundary behavior results. These findings contribute significantly to the understanding of the analytic
functions associated with the hyperbolic cosine function, with potential applications in geometric function
theory. It is considered that the extremal functions obtained in this study could be potential hyperbolic
activation functions in neural network architectures. This perspective builds a conceptual bridge between
geometric function theory and artificial intelligence, indicating that insights from complex analysis can
inspire the development of more effective and theoretically grounded activation mechanisms in deep learning.
Empirical evaluation of architectures built with novel activation functions may be considered as potential
future work.

Keywords: Schwarz estimate, angular derivative, the principle of subordination, activation function, ex-
tremal function, analytic function, Julia–Wolff lemma, angular limit, Schwarz lemma at the boundary, the
unit disc

2020 Mathematics Subject Classification: 30C80.

Introduction

Let A represent the class of functions of the form f(z) = z + b2z
2 + b3z

3 + ..., analytic in the unit
disc D = {z : |z| < 1}. Also, let W be the subclass of A satisfying the condition

f ′(z) ≺ cosh
√
z,

where the symbol "≺" indicates the principle of subordination [1]. Also, we choose the branch of the
square root function so that

cosh
√
z = 1 +

z

2!
+
z2

4!
+
z3

6!
+ ...

The conformal mapping cosh
√
z : D → C maps the unit disc D onto the region{

α ∈ C :
∣∣∣ln(α+

√
α2 − 1

)∣∣∣ < 1
}

defined on the principal branch of the logarithm and the square root function [2].
Determining the upper bound for Taylor coefficients has been a key area of focus in understanding

geometric properties, offering important insights into different subclasses of W. In this section, we
∗Corresponding author. E-mail: tahirazeroglu@arel.edu.tr
Received: 12 July 2025; Accepted: 4 September 2025.
c© 2025 The Authors. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/)
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establish an upper bound for b2, a coefficient of the function f(z). To achieve this, we will apply the
Schwarz lemma. Furthermore, the following section will evaluate the modulus of the second derivative
of f(z) from below, requiring the use of the Schwarz lemma on the boundary.

The Schwarz lemma asserts that for any analytic function p(z) mapping the unit disc D into itself
and satisfying p(0) = 0, |p(z)| ≤ |z| for z ∈ D and |p′(0)| ≤ 1. In simpler terms, it asserts that if
a function maps the unit disc into itself and maps its origin to the origin, then the function cannot
magnify the distances between points inside the disc by more than 1 [1].

Extending the Schwarz lemma to the boundary of the unit disc offers deep insights into the behavior
of analytic functions close to this boundary, proving especially beneficial when studying functions that
approach the disc’s edge. In this paper, we set out to examine the application and significance of this
remarkable theorem to various classes of functions. The Schwarz lemma implies the boundary Schwarz
lemma |p′(1)| ≥ 1. Osserman and Unkelbach [3, 4] showed that in this case, we have in fact∣∣p′(1)

∣∣ ≥ 1 +
1− |p′(0)|
1 + |p′(0)|

=
2

1 + |p′(0)|
,

where p satisfies the conditions of the Schwarz lemma, p extends continuously to the boundary point
1∈ ∂D = {z : |z| = 1}, |p(1)| = 1 and p′(1) exists. These inequalities are sharp. In mathematical
literature, these inequalities and their generalizations are topics of continuous discussion and hold
great importance in the geometric theory of functions [5–7]. Some properties of analytic function
classes related to the Jack and the Schwarz lemmas were studied in [8]. In [9], a new bound for the
Schwarz inequality was obtained for analytic functions mapping the unit disk onto itself.

If we use the principle of subordination for the class we defined above, there exists a Schwarz
function p(z) such that

f ′(z) = cosh
√
p(z).

Here, the function p(z) meets the criteria of the Schwarz lemma [1]. Therefore, applying the
Schwarz lemma, we derive

f ′′(z) =
p′(z)

2
√
p(z)

sinh
√
p(z)

and

f ′′(0) =
p′(0)

2
lim
z→0

sinh
√
p(z)√

p(z)
.

Therefore, we have

f ′′(0) =
p′(0)

2

and ∣∣f ′′(0)
∣∣ ≤ 1

2
.

We will now demonstrate that the final inequality is sharp. Let

f(z) = 2
√
z sinh

√
z − 2 cosh

√
z + 2.

Then,
f ′(z) = cosh

√
z,

f ′′(z) =
1

2
√
z

sinh
√
z√

z

and ∣∣f ′′(0)
∣∣ =

1

2
.
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Lemma 1. If f ∈ W, then ∣∣f ′′(0)
∣∣ ≤ 1

2
.

This result is sharp, as demonstrated by the extremal function

f(z) = 2
√
z sinh

√
z − 2 cosh

√
z + 2.

The subsequent lemma, referred to as the Julia–Wolff lemma, is required for the following discus-
sion [10].

Lemma 2 (Julia–Wolff lemma). If p is an analytic function in the unit disc D with p(0) = 0 and
p (D) ⊂ D, and additionally, p has an angular limit p(1) at 1 ∈ ∂D where |p(1)| = 1, then the angular
derivative p′(1) exists and 1 ≤ |p′(1)| ≤ ∞.

1 Main results

This section focuses on examining the second derivative of the analytic function f(z). During
this analysis, we will derive stronger inequalities by considering the coefficients of the Taylor series
expansion of f(z). Additionally, we will provide an inequality that demonstrates the relationship
between these coefficients.

Theorem 1. Let f(z) ∈ W. Suppose that, for 1 ∈ ∂D, f has an angular limit f(1) at 1,
f ′(1) = cosh 1. Then we have the inequality∣∣f ′′(1)

∣∣ ≥ sinh 1

2
. (1)

This result is sharp, with equality for the function

f(z) = 2
√
z sinh

√
z − 2 cosh

√
z + 2.

Proof. Let
f ′(z) = cosh

√
p(z).

Then,

f ′′(z) =
p′(z)

2
√
p(z)

sinh
√
p(z),

f ′′(1) =
p′(1)

2
√
p(1)

sinh
√
p(1)

and
f ′′(1) =

p′(1)

2
sinh 1.

Since the function p(z) satisfies the conditions of the Schwarz lemma at the boundary, we obtain

1 ≤
∣∣p′(1)

∣∣ =
2 |f ′′(1)|

sinh 1

and ∣∣f ′′(1)
∣∣ ≥ sinh 1

2
.

Now, we will prove that inequality (1) is sharp. Let

f(z) = 2
√
z sinh

√
z − 2 cosh

√
z + 2.
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T. Azeroğlu et al.

Then,

f ′′(z) =
1

2
√
z

sinh
√
z√

z

and ∣∣f ′′(1)
∣∣ =

sinh 1

2
.

Theorem 2. Assuming the same conditions as in Theorem 1, we obtain∣∣f ′′(1)
∣∣ ≥ sinh 1

1 + 2 |f ′′(0)|
. (2)

Inequality (2) is sharp, achieving equality for the function

f(z) = 2
√
z sinh

√
z − 2 cosh

√
z + 2.

Proof. Let p(z) be as defined in the proof of Theorem 1. Thus, by the Schwarz lemma on the
boundary,

2

1 + |p′(0)|
≤
∣∣p′(1)

∣∣ =
2 |f ′′(1)|

sinh 1
.

Since ∣∣p′(0)
∣∣ = 2

∣∣f ′′(0)
∣∣ ,

we take
2

1 + 2 |f ′′(0)|
≤ 2 |f ′′(1)|

sinh 1

and ∣∣f ′′(1)
∣∣ ≥ sinh 1

1 + 2 |f ′′(0)|
.

Next, we will demonstrate that inequality (2) is sharp. Consider

f(z) = 2
√
z sinh

√
z − 2 cosh

√
z + 2.

Then, we have ∣∣f ′′(1)
∣∣ =

sinh 1

2
.

However, we also have

z + b2z
2 + b3z

3 + ... = 2
√
z sinh

√
z − 2 cosh

√
z + 2,

1 + 2b2z + 3b3z
2 + ... = cosh

√
z

and
2b2 + 6b3z + ... =

1

2

sinh
√
z√

z
.

Upon taking the limit as z approaches 0 in the final equation, we find that b2 = 1
4 . Consequently, this

yields
sinh 1

1 + 2 |f ′′(0)|
=

sinh 1

2
.
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Theorem 3. Under the conditions of Theorem 1, we obtain

∣∣f ′(1)
∣∣ ≥ sinh 1

2

(
1 +

2 (1− 4 |b2|)2

1− 16 |b2|2 +
∣∣6b3 − 2

3b
2
2

∣∣
)
. (3)

The bound is sharp with the extremal function given by

f(z) = sinh z.

Proof. Let p(z) denote the same function as in the proof of Theorem 1 and let u(z) = z. According
to the maximum principle, for every z ∈ D, it follows that |p(z)| ≤ |u(z)|. Therefore, h(z) = p(z)

u(z) is
an analytic function and |h(z)| < 1 for |z| < 1. By Taylor expansion of the function p(z), we have
p(z) = c1z + c2z

2 + c3z
3 + ... . Thus, we take

h(z) =
p(z)

u(z)
=
c1z + c2z

2 + c3z
3 + ...

z
= c1 + c2z + c3z

2 + ... ,

|h(0)| = |c1|

and ∣∣h′(0)
∣∣ = |c2| .

Through straightforward computations, we obtain

1 + 2b2z + 3b3z
2 + ... = cosh

√
p(z) = 1 +

p(z)

2!
+
p(z)2

4!
+
p(z)3

6!
+ ... ,

2b2z + 3b3z
2 + ... =

c1z + c2z
2 + c3z

3 + ...

2!
+

(
c1z + c2z

2 + c3z
3 + ...

)2
4!

+ ...

=
1

2!
z
(
c1 + c2z + c3z

2 + ...
)

+
1

4!
z2
(
c1 + c2z + c3z

2 + ...
)2

+ ...,

2b2 + 3b3z + ... =
1

2!

(
c1 + c2z + c3z

2 + ...
)

+
1

4!
z
(
c1 + c2z + c3z

2 + ...
)2

+ ...,

b2 =
1

4
c1

and
3b3 =

1

2
c2 +

1

24
c21.

Thus, based on the expression for h(z), we have

|h(0)| = 4 |b2| (4)

and ∣∣h′(0)
∣∣ =

∣∣∣∣6b3 − 2

3
b22

∣∣∣∣ .
The combined function

w(z) =
h(z)− h(0)

1− h(0)h(z)

Mathematics Series. No. 4(120)/2025 99



T. Azeroğlu et al.

is analytic in the unit disc D, w(0) = 0, |w(z)| < 1 for z ∈ D and |w(1)| = 1 for 1 ∈ ∂D. By the
Schwarz lemma on the boundary, we obtain

2

1 + |w′(0)|
≤
∣∣w′(1)

∣∣ =
1− |h(0)|2∣∣∣1− h(0)h(1)

∣∣∣2
∣∣h′(1)

∣∣ ≤ 1 + |h(0)|
1− |h(0)|

(∣∣p′(1)
∣∣− ∣∣u′(1)

∣∣) .
Since ∣∣w′(0)

∣∣ =
|h′(0)|

1− |h(0)|2
=

∣∣6b3 − 2
3b

2
2

∣∣
1− 16 |b2|2

,

we take
2

1 +
|6b3− 2

3
b22|

1−16|b2|2

≤ 1 + 4 |b2|
1− 4 |b2|

(
2 |f ′′(1)|

sinh 1
− 1

)
and ∣∣f ′(1)

∣∣ ≥ sinh 1

2

(
1 +

2 (1− 4 |b2|)2

1− 16 |b2|2 +
∣∣6b3 − 2

3b
2
2

∣∣
)
.

We will now demonstrate that the inequality (3) achieves equality. Consider

f(z) = sinh z.

Then,
f ′(z) = cosh z

and
f ′′(1) = sinh 1.

On the other hand, we have

z + b2z
2 + b3z

3 + ... = sinh z = z +
z3

3!
+
z5

5!
+ ...,

b2z
2 + b3z

3 + ... =
z3

3!
+
z5

5!
+ ...

and

b2 + b3z + ... =
z

3!
+
z3

5!
+ ... .

Passing to the limit (z → 0) in the last equality yields b2 = 0. Similarly, using straightforward calcu-
lations, we obtain b2 = 1

3! . Therefore, we obtain

sinh 1

2

(
1 +

2 (1− 4 |b2|)2

1− 16 |b2|2 +
∣∣6b3 − 2

3b
2
2

∣∣
)

= sinh 1.

Theorem 4. Let f ∈ W and f(z)− z has no critical point in D except z = 0 and b2 > 0. Then∣∣∣∣3b3 − 1

3
b22

∣∣∣∣ ≤ 4 |b2 ln (4b2)| . (5)

This result is sharp.
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Proof. Given that b2 > 0 in the expression of the function f(z), and considering inequality (4),
assuming that f(z)− z has no critical point in D except z = 0, we denote the analytic branch of the
logarithm by lnh(z), normalized under the condition

lnh(0) = ln (4b2) < 0.

The fractional function
Θ(z) =

lnh(z)− lnh(0)

lnh(z) + lnh(0)

is analytic in the unit disc D, |Θ(z)| < 1 for z ∈ D and Θ(0) = 0. By the Schwarz lemma, we obtain

1 ≥
∣∣Θ′(0)

∣∣ =
|2 lnh(0)|

|lnh(0) + lnh(0)|2

∣∣∣∣h′(0)

h(0)

∣∣∣∣ =
−1

2 lnh(0)

∣∣∣∣h′(0)

h(0)

∣∣∣∣ = −
∣∣6b3 − 2

3b
2
2

∣∣
8b2 ln (4b2)

and ∣∣∣∣3b3 − 1

3
b22

∣∣∣∣ ≤ 4b2 ln (4b2) .

Now, we will show that inequality (5) is sharp. Let

p(z) = ze
1+z
1−z

ln 4b2 = zg(z),

where g(z) = e
1+z
1−z

ln 2b1 . Thus, we have

g(z) =
p(z)

z
=
c1z + c2z

2 + c3z
3 + ....

z
= c1 + c2z + c3z

2 + ... .

Then
g(0) = c1 = 4b2, g′(0) = c2 = 6b3 −

2

3
b22.

Following straightforward computations, we obtain

g′(z) =
2

(1− z)2
ln (4b2) e

1+z
1−z

ln(4b2)

and
g′(0) = 8b2 ln (4b2) .

Thus, we obtain ∣∣∣∣3b3 − 1

3
b22

∣∣∣∣ = 4 |b2 ln (4b2)| .

Based on the findings from [5], this theorem derives the modulus of the function’s derivative at
point 1 by considering its Taylor expansions around two points.

Theorem 5. Let f ∈ W and f ′(a) = 1 for 0 < |a| < 1. Suppose that for 1 ∈ ∂D, f has an angular
limit f(1) at 1, f ′(1) = cosh 1. Then, we have the inequality

|f ′′(1)| ≥ sinh 1
2

(
1 + 1−|a|2

|1−a|2 + |a|−2|f ′′(0)|
|a|+2|f ′′(0)|

×
[
1 +

|a|2+4|f ′′(0)||f ′′(a)|(1−|a|2)−2|f ′′(a)|(1−|a|2)−2|f ′′(0)|
|a|2+4|f ′′(0)||f ′′(a)|(1−|a|2)+2|f ′′(a)|(1−|a|2)+2|f ′′(0)|

1−|a|2

|1−a|2

])
. (6)

Inequality (6) is sharp, with equality for each possible value of |f ′′(0)| and |f ′′(a)|.
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Proof. According to the Schwarz–Pick lemma [1], we have∣∣∣∣∣ s(z)− s(a)

1− s(a)s(z)

∣∣∣∣∣ ≤
∣∣∣∣ z − a1− az

∣∣∣∣ = |ρ(z)|

and
|s(z)| ≤ |s(a)|+ |ρ(z)|

1 + |s(a)| |ρ(z)|
, (7)

where s : D → D is an analytic function and a ∈ D. If t : D → D is analytic and 0 < |a| < 1, letting
s(z) = t(z)−t(0)

z(1−t(0)t(z))
in (7), we obtain

∣∣∣∣∣∣ t(z)− t(0)

z
(

1− t(0)t(z)
)
∣∣∣∣∣∣ ≤

∣∣∣∣ t(a)−t(0)
a(1−t(0)t(a))

∣∣∣∣+ |ρ(z)|

1 +

∣∣∣∣ t(a)−t(0)
a(1−t(0)t(a))

∣∣∣∣ |ρ(z)|

and

|t(z)| ≤
|t(0)|+ |z| |A|+|ρ(z)|1+|A||ρ(z)|

1 + |t(0)| |z| |A|+|ρ(z)|1+|A||ρ(z)|

, (8)

where
A =

t(a)− t(0)

a
(

1− t(0)t(a)
) .

If we take
t(z) =

p(z)

z z−a
1−az

,

then, we have

t(0) =
p′(0)

−a
, t(a) =

p′(a)
(

1− |a|2
)

a

and

A =

p′(a)(1−|a|2)
a + p′(0)

a

a

(
1 + p′(0)

a

p′(a)(1−|a|2)
a

) ,
where |A| ≤ 1. Let |t(0)| = b and let

B =

∣∣∣∣p′(a)(1−|a|2)a

∣∣∣∣+
∣∣∣p′(0)a ∣∣∣

|a|
(

1 +
∣∣∣p′(0)a ∣∣∣ ∣∣∣∣p′(a)(1−|a|2)a

∣∣∣∣) .
From (8), we obtain

|p(z)| ≤ |z| |ρ(z)|
b+ |z| B+|ρ(z)|

1+B|ρ(z)|

1 + b |z| B+|ρ(z)|
1+B|ρ(z)|

and
1− |p(z)|

1− |z|
≥

1 + b |z| B+|ρ(z)|
1+B|ρ(z)| − b |z| |ρ(z)| − |z|2 |ρ(z)| B+|ρ(z)|

1+B|ρ(z)|

(1− |z|)
(

1 + b |z| B+|ρ(z)|
1+B|ρ(z)|

) = I.
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Let V (z) = 1 + b |z| B+|ρ(z)|
1+B|ρ(z)| and R(z) = 1 +B |ρ(z)|. Considering the functions V (z) and R(z) in the

earlier inequality, we obtain

I =
1

V (z)R(z)

{
1− |z|2 |ρ(z)|

1− |z|
+B |ρ(z)| 1− |z|

2

1− |z|
+ bB |z| 1− |ρ(z)|2

1− |z|

}
. (9)

Since

lim
z→1

V (z) = lim
z→1

(
1 + b |z| B + |ρ(z)|

1 +B |ρ(z)|

)
= 1 + b,

lim
z→1

R(z) = lim
z→1

(1 +B |ρ(z)|) = 1 +B

and

1− |ρ(z)|2 = 1−
∣∣∣∣ z − a1− az

∣∣∣∣2 =

(
1− |a|2

)(
1− |z|2

)
|1− az|2

,

passing to the angular limit in (9) yields

∣∣p′(1)
∣∣ ≥ 1 +

1− |a|2

|1− a|2
+

1− b
1 + b

[
1 +

1−B
1 +B

1− |a|2

|1− a|2

]
.

Moreover, since

1− b
1 + b

=
1− |t(0)|
1 + |t(0)|

=
1−

∣∣∣p′(0)a ∣∣∣
1 +

∣∣∣p′(0)a ∣∣∣ =
|a| − |p′(0)|
|a|+ |p′(0)|

=
|a| − 2 |f ′′(0)|
|a|+ 2 |f ′′(0)|

,

1−B
1 +B

=

1−

∣∣∣∣∣ p′(a)(1−|a|2)a

∣∣∣∣∣+∣∣∣ p′(0)a

∣∣∣
|a|

(
1+

∣∣∣ p′(0)a

∣∣∣∣∣∣∣ p′(a)(1−|a|2)a

∣∣∣∣)

1 +

∣∣∣∣ p′(a)(1−|a|2)a

∣∣∣∣+∣∣∣ p′(0)a

∣∣∣
|a|

(
1+

∣∣∣ p′(0)a

∣∣∣∣∣∣∣ p′(a)(1−|a|2)a

∣∣∣∣)
,

1−B
1 +B

=
|a|2 + 2 |f ′′(0)| 2 |f ′′(a)|

(
1− |a|2

)
− 2 |f ′′(a)|

(
1− |a|2

)
− 2 |f ′′(0)|

|a|2 + 2 |f ′′(0)| 2 |f ′′(a)|
(

1− |a|2
)

+ 2 |f ′′(a)|
(

1− |a|2
)

+ 2 |f ′′(0)|

and

1−m
1 +m

=
|a|2 + 4 |f ′′(0)| |f ′′(a)|

(
1− |a|2

)
− 2 |f ′′(a)|

(
1− |a|2

)
− 2 |f ′′(0)|

|a|2 + 4 |f ′′(0)| |f ′′(a)|
(

1− |a|2
)

+ 2 |f ′′(a)|
(

1− |a|2
)

+ 2 |f ′′(0)|
,

we obtain ∣∣p′(1)
∣∣ ≥ 1 +

1− |a|2

|1− a|2
+
|a| − 2 |f ′′(0)|
|a|+ 2 |f ′′(0)|

×

1 +
|a|2 + 4 |f ′′(0)| |f ′′(a)|

(
1− |a|2

)
− 2 |f ′′(a)|

(
1− |a|2

)
− 2 |f ′′(0)|

|a|2 + 4 |f ′′(0)| |f ′′(a)|
(

1− |a|2
)

+ 2 |f ′′(a)|
(

1− |a|2
)

+ 2 |f ′′(0)|

1− |a|2

|1− a|2

 .
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From the definition of p(z), we have

∣∣p′(1)
∣∣ =

2 |f ′′(1)|
sinh 1

.

We thus obtain inequality (6).
Let a be any real number in the interval (−1, 0), and let c and d be arbitrary real numbers such

that 0 < c = |p′(0)| < |a|, 0 < d = |p′(a)| < |a|
(1−|a|2)

to show that inequality (6) is sharp. Let

T =
c
a +

d(1−|a|2)
a

a
(

1 + cd1−|a|2
a2

) =
1

a2

d
(

1− |a|2
)

+ c

1 + cd1−|a|2
a2

.

Consider the function

p(z) = z
z − a
1− az

−c
a + z T+ρ(z)

1+ρ(z)T

1− c
az

T+ρ(z)
1+ρ(z)T

. (10)

From equation (10), after performing straightforward calculations, we derive p′(0) = c and p′(a) = d.
Therefore, we obtain

p′(1) = 1 +
1− a2

(1− a)2
+
a+ c

a− c

1 +
a2 + cd

(
1− |a|2

)
− d

(
1− |a|2

)
− c

a2 + cd
(

1− |a|2
)

+ d
(

1− |a|2
)

+ c

1− a2

(1− a)2

 .

By selecting appropriate signs for the numbers a, c and d, we can infer from the final equation that
inequality (6) is sharp.

2 Conclusions and discussion

In this paper, geometric properties of a specific subclass of analytic functions satisfying the con-
dition f ′(z) ≺ cosh

√
z are investigated. Considering the Schwarz lemma and the boundary Schwarz

lemma, significant results on distortion and growth behaviours of these functions have been obtained.
Accordingly, two extremal functions have been based on the results of theorems presented in this paper.

The extremal functions obtained in this paper have been considered as activation functions for
artificial neural networks. There are already studies in the literature that examine the use of extremal
functions as activation functions [11, 12]. In [11], the authors propose a complex-valued activation
function obtained using the Schwarz lemma. The authors stated that effective results have been
obtained in both classification and function approximation problems according to simulation results.
In [12], similar functions obtained in this study are presented as activation functions.

There are also various studies that propose hyperbolic functions to be used as activation functions,
which is also valid for our study [13–15]. In one of the recent studies, hyperbolic sine has been
used for deep learning in Tensorflow and Keras [13]. In [14], hyper-sinh-convolutional network has
been proposed for early detection of Parkinson’s disease from spiral drawings. Husein et al. used a
hyperbolic activation function to achieve effective instance image retrieval [15]. In our study, we present
two hyperbolic activation functions, defined as g(z) = sinhz and q(z) = 2

√
zsin
√
z − 2 cosh

√
z + 2.

At this point, it is worth noting that the activation functions defined in our study are not arbitrarily
selected but they emerge as intuitive outcomes of the problem addressed in this study.

In conclusion, this paper aims to strengthen the connection between complex analysis and arti-
ficial intelligence in this paper by introducing the use of extremal functions within neural network
architectures. We consider that the obtained results show that mathematical findings from geometric
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function theory can inspire new directions in neural network research. Empirical evaluation of the
new activation functions across various learning tasks and architectures to fully assess their practical
impact and limitations can be considered as potential future work.
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Analysis and classification of fixed points of operators on a simplex
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This paper investigates the dynamical behavior of Lotka–Volterra type operators defined on the four and five
dimensional simplexes, focusing on their fixed points and structural representation through directed graphs
(tournaments). For several classes of such operators, we derive algebraic and combinatorial conditions
under which the configuration of fixed points exhibits transitive, cyclic, or homogeneous structures. Using
methods from algebraic graph theory, Lyapunov stability theory, and Young’s inequality, explicit criteria are
established for the existence, uniqueness, and stability of interior and boundary fixed points. A detailed
analysis is provided for the class of operators whose associated skew-symmetric matrices are in general
position. The connection between the minors of these matrices and the orientation of arcs in the tournament
is clarified, revealing how dynamical transitions correspond to changes in tournament type. Furthermore,
we demonstrate that under certain parameter regimes, fixed points coincide with evolutionarily stable
strategies (ESS) in replicator dynamics, thus bridging discrete population models and evolutionary game
theory. The obtained results enrich the theory of quadratic stochastic and Lotka–Volterra operators,
providing new insights into nonlinear mappings on simplexes, combinatorial dynamics, and applications to
models of interacting populations.

Keywords: Lotka–Volterra mapping, simplex dynamics, fixed points, replicator dynamics, evolutionary
stability, directed graphs, tournaments, cyclic structures, Lyapunov function, nonlinear systems.

2020 Mathematics Subject Classification: 37B25, 37C25, 37C27.

Introduction

A number of applied studies are devoted to the investigation of dynamical systems — both conti-
nuous and discrete — as well as systems involving fractional-order derivatives [1–3]. To this day, all three
types of systems remain relevant; however, they differ in the methods of analysis and in the nature of the
results obtained [4–6]. The application areas of such models are wide-ranging and include medicine
(covering problems in epidemiology, oncology, and population genetics), ecology, economics, com-
puter virology, and many others [7–9]. Building on these applications, we now turn to the theoretical
foundations of a particular class of discrete dynamical systems — the so-called quadratic stochastic
operators — which play a central role in many models, especially in population genetics and game
dynamics.

Let us start by recalling the known facts that we will rely on in the article, as well as recalling the
works of some authors on its topic. It is known that [10], a (m − 1)-dimensional standard simplex in
Rm is defined as the relation

Sm−1 = {x = (x1, ..., xm) : xi ≥ 0,

m∑
i=1

xi = 1} ⊂ Rm.
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It is easy to verify that Sm−1 is a convex and compact subset of Rm.
A class of mappings defined on Sm−1 known as quadratic stochastic operators was introduced by

Bernstein [11] and further developed by R.N. Ganikhodzhaev in [12, 13]. Such mappings are defined
by a set of coefficients Pij,k for i, j, k = 1, . . . ,m, satisfying the conditions

Pij,k = Pji,k ≥ 0,
m∑
k=1

Pij,k = 1,

and act according to the equations

x′k = (V x)k =

m∑
i,j=1

Pij,kxixj , k = 1, . . . ,m.

This mapping was introduced by R.N. Ganikhodzhaev in [12].

Definition 1. A quadratic stochastic mapping is called a Lotka–Volterra mapping if the inheritance
coefficients satisfy the condition Pij,k = 0 for all k /∈ {i, j}.

It is known (see [14]) that any Lotka–Volterra mapping defined on Sm−1 can be represented as

x
′
k = xk(1 +

m∑
i=1

akixi), k = 1, . . . ,m, (1)

where

aki =

{
2Pik,k − 1, if i 6= k,

0, if i = k,
with |aki| ≤ 1, k, i = 1, . . . ,m. (2)

Here, A = (aki) is a real skew-symmetric matrix, satisfying A = −AT , where AT denotes the
transpose of A.

Definition 2. [15] A skew-symmetric matrix is called a matrix of general position if all of its principal
minors of even order are nonzero.

Since aki = −aik, all off-diagonal entries are antisymmetric. In particular, aki 6= 0 for i 6= k if and
only if the corresponding Pij,k 6= 1

2 .
It is known that each skew-symmetric matrix in general position can be associated with a complete-

oriented graph (tournament) [15].
Let A = (aki) be a skew-symmetric matrix in general position associated with Lotka–Volterra

mapping (1), where the coefficients satisfy conditions (2). We place m points on a plane and label
them 1, 2, . . . ,m. For each pair of distinct indices i 6= k, we draw a directed edge from vertex i to
vertex k if aik > 0 (equivalently, aki < 0).

This construction defines a well-posed directed graph. We then call the constructed graph the
tournament of dynamic system (1) with the skew-symmetric matrix A = (aki) and denote it by Tm.

A directed graph is called a tournament if, for every pair of distinct vertices i and k, exactly one
of the edges (i, k) or (k, i) is present. A graph in which every two vertices are connected by an edge is
called a complete graph. If each edge of a complete graph is assigned a direction, the resulting directed
graph is a tournament [16–18].

Two tournaments are said to be isomorphic if there exists a bijection between their vertex sets that
preserves the direction of all edges.

It is known that there are 12 pairwise non-isomorphic tournaments with 5 vertices [17].
A tournament is called strong if, for any two vertices, there exists a directed path from one to the

other. Among the 12 tournaments with 5 vertices, 6 are strong [15].
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A tournament is said to be transitive if it contains no strong subtournaments. Equivalently, a
tournament is transitive if it does not contain any directed cycles. Among the tournaments with 5
vertices, exactly 1 is transitive, 6 are strong, and the remaining 5 are neither strong nor transitive.

Definition 3. [15] A tournament is homogeneous if every sub-tournament is either strong or tran-
sitive.

In this paper, we study the structure of the set of fixed points (referred to as the card of fixed
points) and characterize the fixed points of strong and homogeneous tournaments.

Every face of the simplex Sm−1 is invariant under the Lotka–Volterra mapping, and the restriction
V to this face is also a Lotka-Volterra mapping [12–14].

In recent works [19–21] Lotka–Volterra mappings have been studied from the perspective of dynam-
ical systems, population genetics, and game theory. A particularly fruitful approach is to analyze their
fixed points and dynamical behavior via combinatorial structures such as tournaments and their geo-
metric realizations on simplex [22–24]. Lotka–Volterra mappings are popular in modeling the spread of
viral diseases. In [25–27], degenerate Lotka–Volterra mappings and their applications were considered.

In this paper, we focus on the structure of the set of fixed points — referred to as the card of
fixed points — for various types of Lotka–Volterra operators V . We pay special attention to operators
corresponding to strong and homogeneous tournaments. Also explore conditions for the existence of
fixed points on the interior and the faces of the simplex, as well as criteria for their stability and
evolutionary significance.

Additionally, we establish links with replicator dynamics and evolutionary game theory, including
conditions under which fixed points of the system can be interpreted as evolutionary stable strategies
(ESS).

1 Card of fixed points

Introduce the following notation:

Pα = {x ∈ Γα : Aαx ≥ 0}, Qα = {x ∈ Γα : Aαx ≤ 0},

where Γα denotes the face of the simplex Sm−1 corresponding to the index set α ⊂ I = {1, 2, . . . ,m},
and Aα is the submatrix of A corresponding to the indices in α.

It is known [14], each of the sets Pα and Qα contains a unique fixed point. In some cases, it is
possible that Pα = Qα.

The set of all fixed points of the operator V , Fix(V ) = {x ∈ Sm−1 : V x = x} can be represented
as a set of points in a plane. For each α ⊂ I, the fixed point Pα is connected to the fixed point Qα by
a directed arc pointing from Pα to Qα. The resulting directed graph is called the card of fixed points
of the operator V , and is denoted by GV [14, 15].

Definition 4. Two fixed points (vertices of the graph GV ) x(α) and x(β) are called adjacent if the
following conditions hold:

1. |α| = |β|,
2. |α ∩ β| = |α| − 1,

where |α| denotes the number of elements in α ⊂ I = {1, 2, . . . ,m}.
In other words, x(α) and x(β) correspond to faces of the same dimension and their supports differ

by exactly one index.
For example, all vertices of the simplex (corresponding to one-element subsets) are pairwise adja-

cent. However, the fixed points x({2, 3, 5}) and x({1, 2, 4}) are not adjacent.

Theorem 1. Any two adjacent vertices in the graph GV are connected by a directed arc.
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Proof. Let x(α) and x(β) be adjacent vertices of GV , corresponding to the subsets
α, β ⊂ I = {1, 2, . . . ,m}. By definition of adjacency, |α| = |β|, and |α ∩ β| = |α| − 1. Let γ = α ∪ β,
so that |γ| = |α|+ 1.

Let us denote γ = {i1, i2, . . . , it}, with t = |γ|. Then, without loss of generality, we may assume

α = {i2, i3, . . . , it}, β = {i1, i2, . . . , it−1}.

Now consider the restriction of the mapping V to the face Γγ ⊂ Sm−1. Since x(α) and x(β) lie in
Γγ , we consider the action of the submatrix Aγ from the skew-symmetric matrix A on the face Γγ .

Recall the property of Lotka–Volterra mappings on invariant faces: for a fixed point x ∈ Γγ ,

suppx ∩ supp(Aγx) = ∅, suppx ∪ supp(Aγx) = γ.

That is, the nonzero coordinates of Aγx are complementary to the support of x within γ.
Applying this to x(α), which has support α = {i2, . . . , it}, we obtain that (Aγx(α))i1 6= 0, and all

other coordinates of Aγx(α) vanish. Similarly, since β = {i1, . . . , it−1}, the only nonzero coordinate of
Aγx(β) is (Aγx(β))it 6= 0.

We now consider the signs of these nonzero coordinates. If

sign(Aγx(α))i1 · sign(Aγx(β))it < 0,

then, the directions of the corresponding arcs go from one to the other, and x(α) and x(β) form a
directed pair (Pα, Qα), meaning they are connected by an arc in GV .

If the signs are the same, then both x(α) and x(β) would have outgoing arcs in the same direction
on the face Γγ , which contradicts the uniqueness of the sink (i.e., the unique point with all incoming
arcs) in the fixed point diagram on Γγ .

Hence, in either case, the pair (x(α), x(β)) must be connected by a directed arc in GV .

2 Main results

Consider the general form of the Lotka–Volterra operator V1:

V1 :



x
′
1 = x1(1− a12x2 − a13x3 − a14x4 + a15x5),

x
′
2 = x2(1 + a12x1 − a23x3 − a24x4 − a25x5),

x
′
3 = x3(1 + a13x1 + a23x2 − a34x4 − a35x5),

x
′
4 = x4(1 + a14x1 + a24x2 + a34x3 − a45x5),

x
′
5 = x5(1− a15x1 + a25x2 + a35x3 + a45x4).

(3)

The operator V1 corresponds to the strong and homogeneous tournament shown in Figure 1.

Figure 1. The tournament associated with the operator V1
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The corresponding skew-symmetric matrix A1 = (aij) associated with mapping (3) has the form:

A1 =


0 −a12 −a13 −a14 a15

a12 0 −a23 −a24 −a25

a13 a23 0 −a34 −a35

a14 a24 a34 0 −a45

−a15 a25 a35 a45 0

 .

In order for the operator V1 to correspond to a matrix in general position, it is required that all
even-order principal minors of the matrix A1 be nonzero.

For second-order minors, the condition aki > 0 ensures their positivity. Calculating the principal
minors of order four (there are five such minors), we obtain:

∆11
1 = (a23a45 + a25a34 − a24a35)2, ∆22

2 = (a15a34 + a14a35 − a13a45)2,

∆33
3 = (a15a24 + a14a25 − a12a45)2, ∆44

4 = (a15a23 + a13a25 − a12a35)2,

∆55
5 = (a14a23 + a12a34 − a13a24)2.

Since the matrix A1 is in general position, all even-order principal minors are nonzero, i.e., ∆ii
i 6= 0 for

all i = 1, . . . , 5.
Let us define the expressions inside the squares as:

∆1 = a23a45 + a25a34 − a24a35,

∆2 = a15a34 + a14a35 − a13a45,

∆3 = a15a24 + a14a25 − a12a45,

∆4 = a15a23 + a13a25 − a12a35,

∆5 = a14a23 + a12a34 − a13a24.

Theorem 2. If ∆2,∆3,∆4 > 0, then the card of the fixed point operator V1 is transitive (Figure 2)

Figure 2. The transitive card of the fixed point

Proof. As shown in Figure 1, the tournament contains three cyclic triples: 125, 135, 145. These
correspond to the following fixed points:

M125 =

(
a25

a12 + a15 + a25
,

a15

a12 + a15 + a25
, 0, 0,

a12

a12 + a15 + a25

)
,

M135 =

(
a35

a13 + a15 + a35
, 0,

a15

a13 + a15 + a35
, 0,

a13

a13 + a15 + a35

)
,

M145 =

(
a45

a14 + a15 + a45
, 0, 0,

a15

a14 + a15 + a45
,

a14

a14 + a15 + a45

)
,

Mathematics Series. No. 4(120)/2025 111



D.B. Eshmamatova, M.A. Tadzhieva

where all coefficients are assumed to be positive.
Now, define the following functions:

ϕ125(x) = (xa251 xa152 xa125 )
1

a12+a15+a25 , ϕ135(x) = (xa351 xa153 xa135 )
1

a13+a15+a35 ,

ϕ145(x) = (xa451 xa154 xa145 )
1

a14+a15+a45 .

We now apply “Young’s inequality” [28], which states that for any ck ≥ 0, pk ≥ 0, such that
m∑
k=1

pk = 1, the following holds:
m∏
k=1

cpkk ≤
m∑
k=1

ckpk.

Using this, one derives the following estimates:

ϕ125(V x) ≤ ϕ125(x)

∆125
(∆125 −∆4x3 −∆3x4) , (4)

ϕ135(V x) ≤ ϕ135(x)

∆135
(∆135 + ∆4x2 −∆2x4) , (5)

ϕ145(V x) ≤ ϕ145(x)

∆145
(∆145 + ∆3x2 + ∆2x3) . (6)

Here, the constants are:

∆125 = a12 + a15 + a25, ∆135 = a13 + a15 + a35, ∆145 = a14 + a15 + a45.

We now determine the directions of arcs between the fixed points:
1. “Between M125 and M135”: In inequalities (4) and (5), the term involving ∆4 appears with

opposite signs. If ∆4 > 0, then in (4) this term decreases ϕ125(V x), while in (5) it increases ϕ135(V x).
This implies the direction of the fixed-point flow is M125 →M135.

2. “BetweenM135 andM145”: In inequalities (5) and (6), ∆2 appears with opposite signs. If ∆2 > 0,
this implies the direction M135 →M145.

3. “Between M125 and M145”: Comparing (4) and (6), if ∆3 > 0, the sign of the corresponding
term shows the direction M125 →M145.

As a result, all three fixed points are connected in a consistent directed order:

M125 →M135 →M145 ←M125,

and the resulting subgraph forms a transitive triangle, as shown in Figure 2.

Let V x = x, i.e., x is a fixed point of the mapping. The eigenvalues of the Jacobian matrix at the
fixed point are found as the solutions of the characteristic equation:

det(J(x)− λE) = 0, (7)

where J(x) is the Jacobian matrix of the mapping V evaluated at the fixed point x, and E is the
identity matrix.

The nature of the fixed point can be characterized based on the eigenvalues of the Jacobian. To
do this, we first introduce some definitions regarding the classification of fixed points [29].

To investigate the nature of fixed points of the mapping, we introduce the following definitions
from [29].
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Definition 5. A fixed point is called an attractor if all eigenvalues of the Jacobian matrix (i.e., the
solutions of equation (7)) have modulus strictly less than one.

Definition 6. A fixed point is called a repeller if all eigenvalues of the Jacobian matrix have modulus
strictly greater than one.

Definition 7. A fixed point is called a saddle point if the spectrum of the Jacobian contains eigen-
values with modulus both less than and greater than one. In other words, it is neither an attractor
nor a repeller.

Corollary 1. If ∆2,∆3,∆4 > 0, then the fixed point M125 of the operator V1 is a repeller, the fixed
point M145 is an attractor, and the fixed point M135 is a saddle point.

Proof. Using equation (7), we compute the eigenvalues of the Jacobian matrix at each fixed point.
Let us denote the diagonal entries of the Jacobian matrix at a general point x as:

t1 = 1− a12x2 − a13x3 − a14x4 + a15x5,

t2 = 1 + a12x1 − a23x3 − a24x4 − a25x5,

t3 = 1 + a13x1 + a23x2 − a34x4 − a35x5,

t4 = 1 + a14x1 + a24x2 + a34x3 − a45x5,

t5 = 1− a15x1 + a25x2 + a35x3 + a45x4.

Then the Jacobian matrix J takes the form:

J =


t1 −a12x1 −a13x1 −a14x1 −a15x1

a12x2 t2 −a23x2 −a24x2 −a25x2

a13x3 a23x3 t3 −a34x3 −a35x3

a14x4 a24x4 a34x4 t4 −a45x4

−a15x5 a25x5 a35x5 a45x5 t5

 .

Substituting the coordinates of the fixed point M125 into J , we obtain:

J(M125) =



1 −a12a25
∆125

−a13a25
∆125

−a14a25
∆125

a15a25
∆125

a12a15
∆125

1 −a23a15
∆125

−a24a15
∆125

−a25a15
∆125

0 0 1 + a13a25+a23a15−a35a12
∆125

0 0

0 0 0 1 + a14a25+a24a15−a45a12
∆125

0

−a15a12
∆125

a25a12
∆125

a35a12
∆125

a45a12
∆125

1


,

where ∆125 = a12 + a15 + a25.
From this matrix, two eigenvalues are immediately identified as: λ1 = 1 + ∆4

∆125
, λ2 = 1 + ∆3

∆125
,

corresponding to the diagonal entries.
The remaining eigenvalues are obtained from the characteristic equation for the 3 × 3 leading

principal minor: ∣∣∣∣∣∣∣∣
1− λ −a12a25

∆125

a15a25
∆125

a12a15
∆125

1− λ −a25a15
∆125

−a15a12
∆125

a25a12
∆125

1− λ

∣∣∣∣∣∣∣∣ = 0.

Solving it, we find: λ3,4 = 1± i
√

a12a15a35
∆125

, λ5 = 1. Thus, the spectrum of the Jacobian at M125 is:

σ(J(M125)) =

{
1, 1 +

∆4

∆125
, 1 +

∆3

∆125
, 1± i

√
a12a15a35

∆125

}
.
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Similarly, we have:

σ(J(M135)) =

{
1, 1− ∆4

∆135
, 1 +

∆2

∆135
, 1± i

√
a13a15a35

∆135

}
,

σ(J(M145)) =

{
1, 1− ∆3

∆145
, 1− ∆2

∆145
, 1± i

√
a14a15a45

∆145

}
.

Assuming ∆2,∆3,∆4 > 0, we observe:
– for M125: all real parts of the eigenvalues are strictly greater than 1. Hence, M125 is a “repeller”;
– for M135: one eigenvalue has real part greater than 1, another less than 1. Hence, M135 is a

“saddle point”;
– for M145: all real parts of the eigenvalues are less than 1. Hence, M145 is an “attractor”.

Theorem 3. If ∆2,∆4 > 0 and ∆3 < 0, then the fixed point card of the operator V1 is cyclic and,
in addition to the fixed points M125, M135, and M145, contains an internal fixed point with all five
coordinates nonzero (see Figure 3).

Figure 3. Cyclic structure of the fixed point graph with an additional internal fixed point

Proof. The cyclic structure of the fixed point graph GV follows from Theorem 2, which characterizes
the orientation of arcs between the fixed points M125, M135, and M145 depending on the signs of ∆2,
∆3, and ∆4.

When ∆2,∆4 > 0 and ∆3 < 0, the inequalities derived in Theorem 2 imply the formation of a
cycle:

M125 →M135 →M145 →M125.

Let α = {1, 2, 3, 4, 5} denote the full support. Then Γα is the interior of the simplex S4.
SinceM125,M135, andM145 form a cyclic triple, none of them can serve as the sink (i.e., the unique

fixed point Qα) of the face Γα. By the uniqueness of such a point ([15], it follows that Γα must contain
an additional fixed point Mα, which lies strictly inside the simplex. Hence, all coordinates of Mα are
nonzero.

Therefore, under the stated conditions, the graph GV acquires a cyclic structure and includes an
internal fixed point with full support.

Next, we consider another representative of the Lotka–Volterra mapping and the corresponding
tournament.
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Figure 4. A strong, homogeneous tournament with four cyclic triples

Figure 4 illustrates a strong homogeneous tournament containing four cyclic triples. This tournament
corresponds to the Lotka–Volterra operator V2, defined by:

V2 :



x
′
1 = x1(1− a12x2 − a13x3 − a14x4 + a15x5),

x
′
2 = x2(1 + a12x1 − a23x3 − a24x4 + a25x5),

x
′
3 = x3(1 + a13x1 + a23x2 − a34x4 − a35x5),

x
′
4 = x4(1 + a14x1 + a24x2 + a34x3 − a45x5),

x
′
5 = x5(1− a15x1 − a25x2 + a35x3 + a45x4).

(8)

The corresponding skew-symmetric matrix A2 associated with this operator is given by:

A2 =


0 −a12 −a13 −a14 a15

a12 0 −a23 −a24 a25

a13 a23 0 −a34 −a35

a14 a24 a34 0 −a45

−a15 −a25 a35 a45 0

 .

If we compute all principal minors of order four of the skew-symmetric matrix A2, we obtain squares
of certain expressions. Let these expression denoted by ∆i 6= 0, for i = 1, . . . , 5:

∆1 = a24a35 − a23a45 + a25a34, ∆2 = a14a35 − a13a45 + a15a34,

∆3 = a14a25 − a15a24 + a12a45, ∆4 = a12a35 − a15a23 + a13a25,

∆5 = a12a34 − a13a24 + a14a23.

The Lotka–Volterra operator V2 defined in equation (8) admits four cyclic triples: 135, 145, 235,
and 245. These cyclic triples correspond to strong sub-tournaments of the tournament on the 4-simplex
S4 (see Figure 4), each containing a unique internal fixed point.

These fixed points are given by:

M135 =

(
a35

a13 + a15 + a35
, 0,

a15

a13 + a15 + a35
, 0,

a13

a13 + a15 + a35

)
,

M145 =

(
a45

a14 + a15 + a45
, 0, 0,

a15

a14 + a15 + a45
,

a14

a14 + a15 + a45

)
,

M235 =

(
0,

a35

a23 + a25 + a35
,

a25

a23 + a25 + a35
, 0,

a23

a23 + a25 + a35

)
,
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M245 =

(
0,

a45

a24 + a25 + a45
, 0,

a25

a24 + a25 + a45
,

a24

a24 + a25 + a45

)
,

where all coefficients aij are assumed to be strictly positive.
For the operator V2, applying Young’s inequality yields the following estimates:

ϕ135(V x) ≤ ϕ135(x)

∆135
(∆135 + ∆4x2 −∆2x4) ,

ϕ145(V x) ≤ ϕ145(x)

∆145
(∆145 + ∆3x2 + ∆2x3) ,

ϕ235(V x) ≤ ϕ235(x)

∆235
(∆235 −∆4x3 −∆3x4) ,

ϕ245(V x) ≤ ϕ245(x)

∆245
(∆245 −∆4x3 −∆3x4) ,

for all x ∈ S4, where

∆135 = a13 + a15 + a35, ∆145 = a14 + a15 + a45, ∆235 = a23 + a25 + a35, ∆245 = a24 + a25 + a45.

If the second and fourth even-order principal minors of the skew-symmetric matrix A2 are nonzero,
then A2 is said to be in general position. In this case, the card of fixed points of the operator V2 has
the structure shown in Figure 5.

Figure 5. The card of fixed points for the mapping V2

In the card of fixed points, no directions are initially indicated, as the orientations on the faces of
the simplex depend on the signs of the expressions ∆i, for i = 1, 2, 3, 4, 5.

The orientation of a graph refers to assigning a direction (arrow) to each of its edges, i.e., specifying
an order for every pair of adjacent vertices. A directed graph, or digraph, is one in which no two
vertices are connected by a pair of edges pointing in opposite directions. Thus, every orientation of an
undirected graph yields a digraph [17].

For a graph with four vertices, there are 24 = 16 possible orientations. Among these 16 digraphs,
some are isomorphic — that is, structurally identical up to a relabeling of vertices. There are ex-
actly four non-isomorphic directed graphs with four vertices that contain a directed cycle. These are
illustrated in Figure 6.
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Figure 6. The four non-isomorphic directed graphs

Theorem 4. Let the following conditions hold:

1. If ∆1,∆4 < 0, then the card of fixed points of the operator V2 has the structure shown in Figure 6,
case a).

2. If ∆1,∆3,∆4 < 0, then the card of fixed points of the operator V2 has the structure shown in
Figure 6, case b).

3. If ∆3,∆4 < 0, then the card of fixed points of the operator V2 has the structure shown in Figure 6,
case c).

The proof of Theorem 4 follows directly from Theorems 2 and 3.

Theorem 5. If A2 is a skew-symmetric matrix in general position, then the card of fixed points of
the operator V2 cannot take the form shown in Figure 6 case d).

Proof. The fact that the card of fixed points of the operator V2 cannot take the form shown in
Figure 6, case d) follows from a uniqueness fakt stated in [15]. Specifically, if the skew-symmetric
matrix is in general position, then the sets of points P and Q are each unique [13,15].

However, in the fixed point diagram shown in Figure 6 case d), there are two P -points, namely
(145, 235), and two Q-points, namely (135, 245), which contradicts this uniqueness.

Let us consider the mapping V3 : S4 → S4 defined by the following system of equations:

V3 :



x
′
1 = x1(1 + a12x2 + a13x3 − a14x4 − a15x5),

x
′
2 = x2(1− a12x1 + a23x3 + a24x4 − a25x5),

x
′
3 = x3(1− a13x1 − a23x2 + a34x4 + a35x5),

x
′
4 = x4(1 + a14x1 − a24x2 − a34x3 + a45x5),

x
′
5 = x5(1 + a15x1 + a25x2 − a35x3 − a45x4),

where the coefficients satisfy the conditions 0 < aki ≤ 1 for all i, k.
The strong, homogeneous tournament corresponding to this operator is illustrated in Figure 7.
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Figure 7. The strong, homogeneous tournament corresponding to the operator V3

It has five cyclic triples: 124, 134, 135, 235, 245, each of whose corresponding faces contains exactly one
fixed point:

M124 =

(
a24

a12 + a14 + a24
,

a14

a12 + a14 + a24
, 0,

a12

a12 + a14 + a24
, 0

)
,

M134 =

(
a34

a13 + a14 + a34
, 0,

a14

a13 + a14 + a34
,

a13

a13 + a14 + a34
, 0

)
,

M135 =

(
a35

a13 + a15 + a35
, 0,

a15

a13 + a15 + a35
, 0,

a13

a13 + a15 + a35

)
,

M235 =

(
0,

a35

a23 + a25 + a35
,

a25

a23 + a25 + a35
, 0,

a23

a23 + a25 + a35

)
,

M245 =

(
0,

a45

a24 + a25 + a45
, 0,

a25

a24 + a25 + a45
,

a24

a24 + a25 + a45

)
.

We use the following notation:

∆1 = a24a35 − a23a45 + a25a34, ∆2 = a14a35 − a15a34 + a13a45,

∆3 = a14a25 − a12a45 + a15a24, ∆4 = a12a35 − a15a23 + a13a25, (9)
∆5 = a13a24 − a12a34 + a14a23.

For the operator V3, we also apply Young’s inequality and obtain the following estimates:

ϕ124(V x) ≤ ϕ124(x)

∆124
(∆124 −∆5x3 −∆3x5) ,

ϕ134(V x) ≤ ϕ134(x)

∆134
(∆134 + ∆5x2 + ∆2x5) ,

ϕ135(V x) ≤ ϕ135(x)

∆135
(∆135 + ∆4x2 −∆2x4) ,

ϕ235(V x) ≤ ϕ235(x)

∆235
(∆235 −∆4x1 + ∆1x4) ,

ϕ245(V x) ≤ ϕ245(x)

∆245
(∆245 + ∆3x1 −∆1x3) .

for all x ∈ S4, where

∆124 = a12 + a14 + a24, ∆134 = a13 + a14 + a34, ∆135 = a13 + a15 + a35,

∆235 = a23 + a25 + a35, ∆245 = a24 + a25 + a45.
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Theorem 6. Let the quantities ∆1,∆2,∆3,∆4,∆5 be defined as in (9). Then:
1. If ∆1,∆2,∆3,∆4 < 0 and ∆5 > 0, then the fixed point card of the operator V3 contains a

Hamiltonian cycle, and the operator admits an internal fixed point with all five coordinates
nonzero (see Figure 8, case a) ).

2. If ∆2,∆3,∆4 < 0 and ∆1,∆5 > 0, then the fixed point card of the operator V3 takes the form
shown in Figure 8, case b).

3. If ∆2,∆4 < 0 and ∆1,∆3,∆5 > 0, then the fixed point card of the operator V3 takes the form
shown in Figure 8, case c).

4. If ∆1 ·∆2 ·∆3 ·∆4 ·∆5 6= 0, then the fixed point card of the operator V3 cannot take the form
shown in Figure 8, case d).

Figure 8. Possible cards of fixed points of the operator V3

The proof of Theorem 6 follows directly from Theorems 2 and 3.
Theorem 6 characterizes the types of fixed point configurations of the operator V3 depending on

the signs of the expressions ∆i. In particular, case 1. indicates the existence of an internal fixed point.
The following lemma makes this statement precise.

Lemma 1. Let the operator V3 : S4 → S4 be defined by the system

V3(x)k = xk

(
1 +

5∑
i=1

akixi

)
, k = 1, . . . , 5,

where aki = −aik, xi ≥ 0,
5∑
i=1

xi = 1, and ∆i are the fourth-order principal minors of the skew-

symmetric matrix A = (aij). Then:
1. If ∆1,∆2,∆3,∆4 < 0 and ∆5 > 0, then the operator V3 has at least one internal fixed point
x∗ ∈ int(S4).

2. If at least three of the values ∆i are positive, then there are no internal fixed points.
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Proof. Consider the directed graph (tournament) GV3 corresponding to the operator V3, where the
vertices represent the coordinates xi, and the direction of the edges is determined by the sign of the
coefficients aki.

1. Existence of an internal point. According to results by Hofbauer J. and Ganikhodzhaev R.
[13, 19], if the tournament GV3 contains a Hamiltonian cycle, then the operator V3 has at
least one internal fixed point. This behavior occurs when the fixed points on the faces (e.g.,
M124,M134,M135,M235,M245) are connected by directed transitions forming a cycle. The conditions
∆1,∆2,∆3,∆4 < 0 and ∆5 > 0 ensure the required orientation of the transitions between faces,
forming a Hamiltonian cycle.

2. Non-existence of an internal point. If at least three of the values ∆i are positive, the structure of
GV3 does not contain a full directed cycle (it becomes either transitive or splits into sub-tournaments).
This implies that all trajectories of V3 are attracted to fixed points on the boundary faces of the
simplex, and internal fixed points are either unstable or do not exist.

3 Connection with replicator dynamics and evolutionary stability

The Lotka–Volterra operators considered in this paper are structurally close to replicator dynamics
from evolutionary game theory. In both models, the trajectories are confined to the standard simplex
Sm−1, and fixed points correspond to stationary population states.

3.1 Replicator dynamics and stability

The replicator equation for a population with m strategies and payoff matrix A = (aij) has the
form [30–32]: ẋi = xi

(
(Ax)i − x>Ax

)
, where x ∈ Sm−1, and (Ax)i denotes the fitness of strategy i.

A point x∗ ∈ Sm−1 is a fixed point if all strategies present in x∗ have equal fitness: (Ax∗)i = x∗>Ax∗

for all x∗i > 0.

3.2 Evolutionarily stable strategy (ESS)

A point x∗ ∈ Sm−1 is called an evolutionarily stable strategy (ESS) if the following two conditions
are satisfied:

1. x∗ is a Nash equilibrium: x∗>Ax∗ ≥ x>Ax∗ for all x ∈ Sm−1;
2. if x 6= x∗ and x∗>Ax = x∗>Ax∗, then x>Ax < x∗>Ax.
This means that small deviations from x∗ result in lower fitness for mutants, and strategy x∗ cannot

be invaded.

3.3 Analogy with Lotka–Volterra operators

Consider the discrete Lotka–Volterra operator:

x′k = xk

(
1 +

m∑
i=1

akixi

)
, k = 1, . . . ,m.

After normalization and transition to continuous time, this system approximates the replicator form:

ẋk = xk

(
m∑
i=1

akixi − Φ(x)

)
, where Φ(x) is the average fitness. This supports the interpretation of

coefficients aij as measures of fitness differences or interactions between strategies.
Thus, interior fixed points of the operator V , i.e., those with all coordinates positive, can be

interpreted as candidates for ESS.
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3.4 Classification of fixed points

Let Mα ⊂ S4 be a fixed point associated with a face Γα defined by a cyclic triple. Then:

• if all eigenvalues of the Jacobian matrix at Mα have modulus less than one, the point is asymp-
totically stable and may be ESS;

• if the point is a saddle or repeller, then it cannot be evolutionarily stable.

Proposition 1. Let x∗ be a fixed point of a Lotka–Volterra operator V . Then:

• if x∗ is a strict local maximum of a potential function (if one exists), then x∗ is an ESS;

• if x∗ is a saddle or repeller, then it is not evolutionarily stable.

As an example, we can consider the operator V2. Under the conditions ∆2,∆3,∆4 < 0, ∆1,∆5 > 0,
the fixed point structure corresponds to Figure 8, case b), where there exists a unique interior fixed
point. If the eigenvalues of the Jacobian matrix at this point all have modulus less than one, the point
is asymptotically stable and can be interpreted as an ESS.

The connection with replicator dynamics provides a biological interpretation of the behavior of
Lotka–Volterra operators. Attracting interior fixed points behave as stable combinations of strategies
or species, while saddle points correspond to unstable ecological or strategic equilibria.

4 Conclusion

In this work, we analyzed the structure of the set of fixed points — referred to as the card of fixed
points — for Lotka–Volterra type operators defined on the standard simplex Sm−1. By associating these
nonlinear maps with skew-symmetric matrices in general position, we established a correspondence
between the dynamical system and directed graphs, particularly focusing on strong and homogeneous
tournaments.

This graph-theoretical interpretation allowed us to classify the qualitative behavior of the system
based on the topology of the corresponding tournament - including the presence of Hamiltonian cycles
and internal fixed points. Analytical conditions were derived using the signs of even-order principal
minors ∆i, which determine the number and nature of fixed points. Additionally, Young’s inequality
was applied to obtain upper estimates for the evolution of invariant functions defined on simplex faces.

Beyond theoretical significance, the results of this study find direct applications in several domains
where discrete population dynamics are modeled. In evolutionary biology, Lotka–Volterra operators
serve as simplified models of frequency-dependent selection, where fixed points correspond to evolu-
tionarily stable strategies (ESS). Interior fixed points represent coexistence states, while saddle points
and repellers describe unstable or metastable configurations.

In socio-economic systems, such as market competition, opinion dynamics, or resource allocation,
agent interactions can also be described using skew-symmetric structures. In this context, the tourna-
ment representation reflects dominance, influence, or preference relations. Therefore, the topological
classification of fixed point cards provides insights into long-term system behavior based on interaction
patterns.

The proposed approach can be further extended to systems with noise, spatial heterogeneity, or
adaptive responses, making it a promising tool for modeling complex real-world phenomena. Future
directions may include the development of algorithms to infer tournament structure from empirical
data and applying the derived stability criteria to detect equilibrium configurations in evolutionary
and economic games.
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In this paper, we study a class of nonlocal boundary value problems for elliptic-parabolic equations subject
to integral-type conditions. Such problems naturally emerge in various physical and engineering contexts,
including diffusion processes in composite materials and systems with memory or nonlocal interactions.
The model considered involves a mixed-type equation in which the elliptic and parabolic components are
coupled through nonlocal boundary terms, while the boundary conditions incorporate integral constraints
that generalize the traditional Dirichlet and Neumann formulations. To investigate the solvability of this
problem, we employ analytical methods based on the theory of parabolic and elliptic operators in weighted
Hölder spaces, which are particularly suitable for handling boundary singularities and ensuring regularity
of solutions. We establish the existence, uniqueness, and continuous dependence of solutions on the input
data, thereby proving the well-posedness of the problem. Furthermore, we derive coercivity inequalities for
solutions of the associated mixed nonlocal boundary problems, which guarantee their stability and provide
essential tools for studying related inverse and control problems. The findings extend several classical
results and offer a unified approach to the analysis of nonlocal elliptic-parabolic models.

Keywords: elliptic-parabolic equation, nonlocal boundary value problem, integral condition, Hölder spaces,
well-posedness, coercivity inequalities, stability, mixed-type differential equations.

2020 Mathematics Subject Classification: 35M12, 39K40.

Introduction

Elliptic partial differential equations play a fundamental role across nearly all branches of mathe-
matics — from harmonic analysis and geometry to Lie theory — and have a wide range of applications
in physics and engineering. The well-posedness of local boundary value problems for elliptic equations,
along with their various applications, has been extensively studied by numerous researchers [1–3].

Equations of mixed-composite type form an important class of partial differential equations (PDEs)
that combine features of different types of equations — typically elliptic, parabolic, and sometimes
hyperbolic — within a single formulation [4–6]. These equations often arise in mathematical models
describing processes where the nature of the physical phenomenon changes across a domain or depends
on certain parameters.

In general, an equation is called mixed type when its classification (elliptic, parabolic, or hyperbolic)
varies in different regions of the domain. A mixed-composite type equation extends this idea by coupling
different equations or operators — such as elliptic and parabolic ones — through boundary, interface,
or integral-type conditions [7].

In mathematical modeling, elliptic equations are paired with local boundary conditions that dictate
the solution at the domain’s edge. However, traditional boundary conditions may be insufficient for
accurately modeling certain processes or phenomena. As a result, nonlocal boundary conditions are
often employed in mathematical models of physical, chemical, biological, or environmental processes.
These conditions, known as nonlocal boundary conditions, arise when data at the domain’s edge cannot
be directly observed or when boundary data are dependent on internal data within the domain [8–10].
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Various nonlocal boundary value problems with Samarskii–Ionkin condition for partial differential
equations have been investigated by many researchers [11,12].

Moreover, the identification of partial differential equations (PDEs) arises in numerous applied
problems and has been the subject of extensive research [13–15].

The significance of well-posedness (WP) in the analysis of boundary value problems (BVPs) for
(PDEs) is widely recognized [16–18].

Considerable attention has been devoted to the study of coercivity inequalities (CIs) arising in
nonlocal BVPs for elliptic and parabolic PDEs [19–21].

In this paper, we study the WP of a nonlocal BVP of the form{
−Utt(t) +AU(t) = g(t), t ∈ (0, d],
Ut(t)−AU(t) = f(t), t ∈ [−d, 0)

(1)

with an integral condition U(d) =

∫ 0

−d
µ(s)U(s) ds+ ξ in a Hilbert space ℵ with a self-adjoint positive

definite operator (SAPDO) A. Here, ξ ∈ D(A), while g(t) and f(t) are prescribed smooth functions.
The principal result demonstrates the WP of problem (1) in weighted Hölder spaces. New CIs for

the solutions of elliptic-parabolic nonlocal BVPs are derived.

1 The main theorem on the WP of (1)

Throughout this work, ℵ is a Hilbert space and A is assumed to be a SAPDO satisfying A ≥ δI
for δ > δ0 > 0, where I is the identity operator. We also set V = A1/2.

First, we present several results that will be needed in the sequel.
Lemma 1. The following estimates hold [22]:

‖ V µ exp(−tV )||ℵ→ℵ ≤ (µe )µt−µ, t ∈ (0,∞), µ ∈ [0, e],

‖ Aµ exp(−tA)||ℵ→ℵ ≤ (µe )µt−µ, t ∈ (0,∞), µ ∈ [0, e],

‖ (I − exp(−2dV ))−1 ‖ℵ→ℵ≤M(δ)

(2)

for some M(δ) ≥ 0.
Lemma 2. Operator

(I − V )e−2dV + I + V − 2e−dV
0∫
−d

µ(s)esV
2
ds

has an inverse

N =

(I − V )e−2dV + I + V − 2e−dV
0∫
−d

µ(s)esV
2
ds

−1

and the following estimates are fulfilled

‖ N ‖ℵ→ℵ≤M(δ), ‖ V N ‖ℵ→ℵ≤M(δ). (3)

The Proof for Lemma 2 relies on the spectral representations of unit SAPDO A [22].
Function U(t) is said to be a solution of problem (1) it the following conditions are met:
1. U(t) is twice continuously differentiable on (0, d] and continuously differentiable on [−d, d]; the

derivatives at the endpoints are understood in the sense of one-sided limits;
2. U(t) ∈ D(A) for all t ∈ [−d, d], and the mapping t 7→ AU(t) is continuous on [−d, d];
3. U(t) satisfies the system and the nonlocal boundary condition in (1).
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The function U(t) fulfilling the above requirements will be referred to as a solution of problem (1) in
the space {(ℵ) = {−d,d(ℵ), consisting of all continuous functions ψ(y) defined on [−d, d] with values in
ℵ, with the norm

‖ψ‖{−d,d(ℵ) = max
y∈[−d,d]

‖ψ(y)‖ℵ.

To derive the formula for solution of problem (1), we will consider the following auxiliary problems{
−U ′′ (t) +AU (t) = g (t) , t ∈ (0, d),
U (0) = U0, U (d) = Ud,

(4)

{
U ′ (t)−AU (t) = f (t) , t ∈ (−d, 0),
U (0) = U0.

(5)

It is well established (cf. [22]) that, for sufficiently smooth data, problems (4) and (5) admit a unique
solution. Moreover, the following relations are valid:

U(t) =
(
I − e−2dV

)−1
[(

e−tV − e−(2d−t)V
)
U0 +

(
e−(d−t)V − e−(t+d)V

)
Ud (6)

−
(
e−(d−t)V − e−(t+d)V

)
(2V )−1

d∫
0

(
e−(d−θ)V − e−(θ+d)V

)
g(θ)dθ

]

+(2V )−1

d∫
0

(
e−|t−θ|V − e−(t+θ)V

)
g(θ)dθ, t ∈ [0, d],

U(t) = etAU0 +

t∫
0

e(t−y)Af(y)dy, t ∈ [−d, 0]. (7)

Using formula (6), conditions U(d) =
0∫
−d
µ(θ)U(θ)dθ + ξ, and U ′(0+) = U ′(0−), we can write

U(d) =

0∫
−d

µ(θ)eθAdθU0 +

0∫
−d

µ(θ)

θ∫
0

e−(θ−y)Af(y)dydθ + ξ, (8)

AU (0) + f(0) =
(
I − e−2dV

)−1
[
− V (I + e−2dV )U0 + 2V e−dV Ud

− e−dV
d∫

0

(
e−(d−θ)V − e−(d+θ)V

)
g(θ) dθ

]
+

d∫
0

e−θV g(θ) dθ. (9)

Using formulas (8) and (9), we obtain that

AU (0) =
(
I − e−2dV

)−1
[
− V (I + e−2dV )U0
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+2V e−dV


0∫
−d

µ(θ)eθAdθ U0 +

0∫
−d

µ(θ)

θ∫
0

e−(θ−y)Af(y)dydθ + ξ



−e−dV
d∫

0

(
e−(d−θ)V − e−(d+θ)V

)
g(θ)dθ

]
+

d∫
0

e−θV g(θ)dθ − f(0).

Since the operator

(I − V )e−2dV + I + V − 2e−dV
0∫
−d

µ(θ)eθV
2
dθ

has an inverse

N =

(I − V )e−2dV + I + V − 2e−dV
0∫
−d

µ(θ)eθV
2
dθ

−1

,

we derive that

U0 = N

2e−dV

 0∫
−d

µ(θ)

θ∫
0

e−(θ−y)Af(y)dydθ + ξ

 (10)

−e−dV
d∫

0

(
e−(d−θ)V − e−(d+θ)V

)
g(θ)dθ

+
(
I − e−2dV

)
V −1

d∫
0

e−θV g(θ)dθ −
(
I − e−2dV

)
V −1f(0)

 .
Hence, the solution of nonlocal BVP (1) is represented by formulas (7), (10), and (9). Now, let us
denote by {µ−d,d(ℵ), µ ∈ (0, 1), the Banach space obtained by completing the space of smooth ℵ-valued
function ψ(y) on [−d, d] in the norm

‖ ψ ‖{µ−d,d(ℵ)= ‖ψ‖{−d,d(ℵ) + sup
−d<y<y+∆y<0

‖ψ(y + ∆y)− ψ(y)‖ℵ(∆y−µ(−y)µ

+ sup
0<y<y+∆y<d

‖ψ(y + ∆y)− ξ(y)‖ℵ(∆y)−µ(d− y)µ(y + ∆y)µ,

and denote by {µ0,d(ℵ), µ ∈ (0, 1), the Banach space obtained by completing the space of smooth
ℵ-valued function ψ(y) on [0, d] in the norm

‖ ψ ‖{µ0,d(ℵ)= ‖ψ‖{0,d(ℵ) + sup
0<y<y+∆y<d

‖ψ(y + ∆y)− ψ(y)‖ℵ(∆y)−µ(d− y)µ(y + ∆y)µ,

finally denote by {µ−d,0(ℵ), µ ∈ (0, 1), the Banach space obtained by completion of the set of all smooth
ℵ-valued functions ψ(y) on [−d, 0] in the norm

‖ ψ ‖{µ−d,0(ℵ)= ‖ψ‖{−d,0(ℵ) + sup
−d<y<y+∆y<0

‖ψ(y + ∆y)− ψ(y)‖ℵ(∆y)−µ(−y)µ.
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Here, {a,b(ℵ) is defined as the Banach space of all continuous functions ψ(y) defined on [p, q] with
values in ℵ, endowed with the norm

‖ψ‖{p,q(ℵ) = max
y∈[p,q]

‖ψ(y)‖ℵ.

Problem (1) is considered well-posed in {(ℵ) if, for every g(t) ∈ {0,d(ℵ), f(t) ∈ {−d,0(ℵ), and
ξ ∈ D(A), it has a unique solution U(t) ∈ {(ℵ) satisfying the CI

‖U ′′‖{0,d(ℵ) + ‖U ′‖{−d,0(ℵ) + ‖AU‖{(ℵ) ≤M
(
‖g‖{0,d(ℵ) + ‖f‖{−d,0(ℵ) + ‖Aξ‖ℵ

)
,

where M represents a positive constant whose value does not depend on g(t), f(t), and ξ.
The given problem (1) is not well-posed in {(ℵ) [23]. The WP of BVP (1) can be established by

formulating the problem in appropriate function spaces F (ℵ) consisting of smooth ℵ-valued functions
defined on [−d, d].

A function U(t) is said to be a solution of problem (1) in F (ℵ) if it satisfies the problem in {(ℵ)
and, moreover, the functions U ′′(t) (t ∈ [0, d]), U ′(t) (t ∈ [−d, d]) and AU(t) (t ∈ [−d, d]) are elements
of F (ℵ).

Similarly to the space {(ℵ), problem (1) is considered well-posed in F (ℵ) if the subsequent CI holds:

‖U ′′‖F0,d(ℵ) + ‖U ′‖F−d,0(ℵ) + ‖AU‖F (ℵ) ≤M
(
‖g‖F0,d(ℵ) + ‖f‖F−d,0(ℵ) + ‖Aξ‖ℵ

)
,

where M > 0 denotes a constant that does not depend on g(t), f(t), and ξ.
Setting F (ℵ) = {µ0,d(ℵ) = {µ0,d([−d, d],ℵ) for µ ∈ (0, 1), we can formulate our main theorem as

follows.
Theorem 1. Suppose ξ ∈ D (A) . Then BVP (1) is well-posed in a Hölder space {µ0,d(ℵ) and the

following CI holds: ∥∥U ′′∥∥{µ0,d(ℵ)
+
∥∥U ′∥∥{µ−d,0(ℵ)

+ ||AU||{µ0,d(ℵ) (11)

≤M(δ)
[
µ−1(1− µ)−1

[
‖f‖{µ−d,0(ℵ) + ‖g‖{µ0,d(ℵ)

]
+ ‖Aξ‖ℵ

]
,

where M(δ) is a constant that is independent of g(t), f(t), and ξ.
Proof. The CI (11) is derived from the estimate∥∥U ′∥∥{µ−d,0(ℵ)

+ ||AU||{µ−d,0(ℵ) ≤M(δ)µ−1(1− µ)−1 ‖f‖{µ−d,0(ℵ) +M ‖AU0‖ℵ (12)

≤M(δ)µ−1(1− µ)−1 ‖f‖{µ−d,0(ℵ) +M ‖AU0‖ℵ

for the solution of problem (5) and the estimate∥∥U ′′∥∥{µ0,d(ℵ)
+ ||AU||{µ0,d(ℵ) ≤M(δ)µ−1(1− µ)−1 ‖g‖{µ0,d(ℵ) (13)

+M(δ) [‖AU0‖ℵ + ‖AU1‖ℵ]

associated with the solution of BVP (4) and the estimates

‖AU0‖ℵ ≤M(δ)
[
µ−1(1− µ)−1

[
‖f‖{µ−d,0(ℵ) + ‖g‖{µ0,d(ℵ)

]
+ ‖Aξ‖ℵ

]
, (14)

‖AUd‖ℵ ≤M(δ)
[
µ−1(1− µ)−1

[
‖f‖{µ−d,0(ℵ) + ‖g‖{µ0,d(ℵ)

]
+ ‖Aξ‖ℵ

]
(15)
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for the solution of BVP (1). Estimates (12) and (13) were obtained in [24]. Applying formula (10), we
get

AU0 = N

2V 2e−dV

 0∫
−d

µ(θ)

θ∫
0

e−(θ−y)Af(y)dydθ +Aξ



− V 2e−dV
d∫

0

(
e−(d−θ)V − e−(d+θ)V

)
g(θ)dθ


+NV

(I − e−2dV
) d∫

0

e−θV g(θ)dθ −
(
I − e−2dV

)
f(0)

 .
Therefore, the proof of estimate (14) is based on the triangle inequality and estimates (2), (3). Applying

formula (8), we get

AU(d) =

0∫
−d

µ(θ)eθAdθAU0 +Aξ

+

0∫
−d

µ(θ)

θ∫
0

Ae−(θ−y)A (f(y)− f(θ)) dydθ +

0∫
−d

µ(θ)
(
I − eθA

)
f(θ)dθ.

Therefore, the estimate (15) is proved based on the triangle inequality together with (2) and (3), which
completes the proof of Theorem 1.

2 Illustrative examples

We now illustrate several applications of Theorem 1.
Firstly, the nonlocal BVP for an elliptic-parabolic equation

−Utt − (a(z)Uz)z + δU = g(t, z), t ∈ [0, d], z ∈ [0, b]

Ut + (a(z)Uz)z − δU = f(t, z), t ∈ [−d, 0], z ∈ [0, b],
U(0+, z) = U(0−, z), Ut(0+, z) = Ut(0−, z), z ∈ [0, b],
U(t, 0) = U(t, b), Uz(t, 0) = Uz(t, b), t ∈ [−d, d]

(16)

with the integral condition U(d, z) =
0∫
−d
µ(∆t)U(τ, z) dτ + ξ(z), z ∈ [0, b] is considered. Problem (16)

admits a unique smooth solution U(t, z) for smooth functions a(z), with a(z) = a(0) and a(z) ≥ a > 0
for z ∈ (0, b), and for g(t, z) (t ∈ [0, d], z ∈ [0, b]) and f(t, z) (t ∈ [−d, 0], x ∈ [0, b]), where δ > 0.

We define the space L2[0, b] of all square integrable functions ξ(z) defined on [0, b] and the spaces
W 1

2 [0, b] and W 2
2 [0, b] with the norms

‖ξ‖W 1
2 [0,b] = ‖ξ‖L2[0,b] +

 b∫
0

|ξz|2 dz

1/2

,
∥∥∥ξh∥∥∥

W 2
2 [0,b]

= ‖ξ‖L2[0,b] +

 b∫
0

|ξzz|2 dz

1/2

.

This reduces mixed problem (16) to the nonlocal BVP (1) in a Hilbert space ℵ = L2[0, b] with a
SAPDO A given by (16).

130 Bulletin of the Karaganda University



Well-posedness of elliptic-parabolic ...

Theorem 2. The solution of nonlocal BVP (16) satisfies the CI

‖ Utt ‖{µ0,d(L2(0,b)) + ‖ Ut ‖{µ−d,0(L2(0,b)) + ‖ U ‖{µ−d,d(W 2
2 (0,b))

≤Mc(δ)
[
µ−1(1− µ)−1

[
‖ g ‖{µ0,d(L2(0,b)) + ‖ f ‖{µ−d,0(L2(0,b))

]
+ ‖ξ‖W 2

2 (0,b)

]
.

Here, the constant M(δ) is independent of the functions g(t, z), f(t, z), and ξ(z).
Proof of Theorem 2 builds upon the theoretical framework developed in Theorem 1, utilizing the

symmetry properties of the operator associated with problem (16).
Secondly, let Ω denote the open unit cube in the n-dimensional Euclidean space Rn, defined by

zk ∈ (0, 1) for k = 1, n with S, so that Ω = Ω ∪ S. Within the domain [−d, d] × Ω, we formulate the
BVP for a multi-dimensional mixed problem as follows:

−Utt −
n∑
r=1

(ar(z)Uzr)zr = g(t, z), t ∈ [0, d], z ∈ Ω,

Ut +
n∑
r=1

(ar(z)Uzr)zr = f(t, z), t ∈ [−d, 0], z ∈ Ω,

U(0+, z) = U(0−, z), Ut(0+, z) = Ut(0−, z), z ∈ Ω,
U(t, z) = 0, z ∈ S, [−d, d]

(17)

with the integral condition U(d, z) =
0∫
−d
µ(τ)U(τ, z)dτ + ξ(z), z ∈ Ω. Here, ar(z) (z ∈ Ω), g(t, z)

(t ∈ (0, d), z ∈ Ω), and f(t, z) (t ∈ (−d, 0), z ∈ Ω) are given smooth functions, with ar(z) ≥ a > 0.
We introduce the Hilbert space L2(Ω) consisting of all square-integrable functions ξ(z) defined on

Ω, endowed with the norm

‖ ξ ‖L2(Ω)=

√√√√∫ · · · ∫
z∈Ω

|ξ(z)|2dz1 · · · dzn

and the Hilbert spaces W 1
2 (Ω),W 2

2 (Ω) defined on Ω, endowed with the norms

‖ξ‖W 1
2 (Ω) =‖ ξ ‖L2(Ω) +

√√√√∫ · · · ∫
z∈Ω

n∑
r=1

|ξzr |
2 dz1 · · · dzn

and ∥∥∥ξh∥∥∥
W 2

2 (Ω)
=
∥∥∥ξh∥∥∥

L2h

+

√√√√∫ · · · ∫
z∈Ω

n∑
r=1

∣∣ξzrzr ∣∣2 dz1 · · · dzn.

Problem (17) admits a unique smooth solution u(t, x) for smooth functions ar(x), g(t, x), and
f(t, x). Using this approach, the mixed problem (17) can be reduced to the nonlocal BVP (1) in the
Hilbert space H = L2(Ω) with a SAPDO A presented as in (17).

Theorem 3. The solution of nonlocal BVP (17) satisfies the CI

‖Utt‖{µ0,d(L2(Ω)) + ‖Ut‖{µ−d,0(L2(Ω)) + ‖U‖{µ−d,d(W 2
2 (Ω))

≤Mc(δ)
[
µ−1(1− µ)−1

[
‖g‖{µ0,d(L2(Ω)) + ‖f‖{µ−d,0(L2(Ω))

]
+ ‖ξ‖W 2

2 (Ω)

]
.

The proof of Theorem 3 relies on the result given in Theorem 1, together with the symmetry
properties of the operator associated with problem (17), and the CI for solutions of elliptic differential
problems in L2(Ω) as established in [24].

Mathematics Series. No. 4(120)/2025 131



O. Gercek

Conclusion

In the present paper, a nonlocal boundary value problem for an elliptic-parabolic equation subject
to an integral condition is investigated. The well-posedness of the problem in weighted Hölder spaces
is established. As an application, we derive coercivity inequalities for the solutions of mixed nonlo-
cal boundary value problems associated with elliptic-parabolic equations. By applying the methods
developed in this paper and in [25], we can establish the boundedness of solutions to a semilinear
elliptic-parabolic equation.
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Application of isotropic geometry to the solution of the
Monge–Ampere equation
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This paper explores the Monge–Ampere equation in the context of isotropic geometry. The study begins
with an overview of the fundamental properties of isotropic space, including its scalar product, distance
formula, and the nature of surfaces and curvatures within this geometric framework. A special focus is
placed on dual transformations with respect to the isotropic sphere, and the self-inverse property of the
dual surface is established. The article formulates the Monge–Ampere equation for isotropic space and
studies its invariant solutions under isotropic motions. Several lemmas are proved to demonstrate how so-
lutions transform under linear modifications and isotropic motions. A specific class of Monge–Ampere-type
nonlinear partial differential equations is solved analytically using dual transformations and separation of
variables. Additionally, translation surfaces and their curvature properties are studied in detail, particu-
larly through the lens of dual curvature. The results demonstrate the deep relationship between curvature
invariants and Monge–Ampere-type equations and show how duality simplifies the solution of nonlinear
PDEs. These methods can be used for surface reconstruction and modeling in isotropic spaces.

Keywords: isotropic geometry, Monge–Ampere equation, linear transformation, dual transformation, dual
surface, curvature invariants, surface reconstruction, Dirichlet problem, PDE.

2020 Mathematics Subject Classification: 35J96, 53A35, 53C42.

Introduction

The Monge–Ampere equation occupies a prominent position in the theory of nonlinear partial
differential equations due to its rich mathematical structure and wide applicability in geometric analy-
sis, optimization, and mathematical physics. In classical differential geometry, this equation naturally
arises in the context of surface theory, particularly in problems involving the reconstruction of a surface
from curvature invariants [1]. A key feature of the Monge–Ampere equation is its close relationship
with convex geometry and curvature prescriptions, as first systematically studied by I.Ya. Bakelman
in the framework of the generalized Dirichlet problem for convex surfaces [2].

While significant progress has been achieved in Euclidean settings, the exploration of Monge–
Ampere-type equations in non-Euclidean geometries, such as isotropic or semi-Riemannian spaces, is
relatively recent. Isotropic geometry, which is a limiting case of semi-Euclidean geometry, provides a
degenerate metric structure where distances are defined in a directionally dependent manner. This de-
generate nature introduces novel phenomena not present in Riemannian or pseudo-Riemannian frame-
works, thereby making isotropic geometry a fertile ground for discovering new geometric properties
and solving PDEs under non-standard metrics [3].

In his book [4], O’Neill introduced fundamental concepts of semi-Riemannian geometry, from which
the notion of isotropic and degenerate metric spaces naturally arises as a special geometric model.

The geometry of isotropic space Rnn+1, as introduced, is characterized by a scalar product that is
degenerate not along a single axis. The differential geometry of isotropic space was first studied by
K. Strubecker [5, 6]. This leads to a unique classification of surfaces and transformations, including
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duality mappings with respect to the isotropic sphere. The theory of dual surfaces in isotropic space has
been actively developed in recent works, including the classification and reconstruction of surfaces via
dual curvature invariants [7]. The concept of dual transformation plays a central role in understanding
curvature-driven surface generation, a theme that appears throughout this study.

One of the central motivations for the present paper stems from the growing body of research
demonstrating that dual transformations in isotropic spaces offer elegant and computationally tractable
methods for solving highly nonlinear equations such as the Monge–Ampere equation. Generalizing
Lonen’s works [8], Artykbaev, Sultanov, and Ismoilov have shown in several studies [9] that the total
and mean curvatures of a surface and its dual are closely related, and that this relationship can be
used to construct surfaces with prescribed curvature characteristics. The present study builds upon
these foundational results and extends them in several directions. In the work by A. Polyanin [10],
certain solutions of the Monge–Ampere equation are presented without derivation. In contrast, in this
paper, we also explore a method for finding a different type of solution.

Firstly, we investigate the invariant form of the Monge–Ampere equation under isotropic motions
and provide a detailed analysis of its solutions under linear perturbations. The result that any solution
of the Monge–Ampere equation remains invariant under the addition of linear functions is well-known
in classical settings, but here it is adapted and rigorously proven for isotropic geometry, leading to new
insights into the geometry of the solution space.

Secondly, we focus on a special class of Monge–Ampere-type equations that arise in the context
of translation surfaces in isotropic space. Using the techniques of separation of variables and dual
transformation, we derive exact analytical solutions for these equations. In particular, we solve the
equation (

∂2z

∂x∂y

)2

− ∂2z

∂x2
· ∂

2z

∂y2
= f(x)y2,

by assuming a quadratic ansatz and reducing the resulting PDE to a system of ODEs. The general
solution is expressed in terms of integrals of nonlinear functions and demonstrates the applicability of
this approach to constructing explicit surfaces with curvature-driven features.

Thirdly, we introduce and analyze translation surfaces whose total curvature of the dual surface
is separable in the form K∗(x, y) = ϕ(x)ψ(y). Using the inverse problem framework, we demonstrate
that such dual curvature data uniquely determines the original surface up to an isotropic motion. This
result contributes to the general problem of surface reconstruction from curvature invariants and finds
relevance in applications such as surface design in computer graphics and shape optimization.

The geometric significance of these results lies in the structure of the isotropic space itself. Unlike
Euclidean geometry, where the normal to a surface is uniquely defined by the metric, in isotropic
geometry the notion of normality is more subtle. Here, we distinguish between the special normal
vector ~nm and the standard unit normal ~n, and we show that the second fundamental form and the
total curvature remain invariant under this choice. This confirms earlier findings in [11] and supports
the use of duality-based methods for analyzing surface properties.

Furthermore, in the final section of the paper, we consider an application of the Monge–Ampere
equation arising in the theory of plasticity and elasticity. A particular nonlinear equation governing
large deformations of elastic plates is shown to be a higher-order Monge–Ampere-type equation. We
demonstrate how this complex nonlinear equation can be transformed into a linear PDE with constant
coefficients by applying dual transformations, and we solve it using separation of variables. The
solution process also illustrates how dual mappings can be used not only in geometric but also in
physical models.

It is worth noting that similar approaches have been explored by researchers studying special sur-
faces in isotropic spaces, such as ruled, helicoidal, and Weingarten-type surfaces [12–15]. However, the
novelty of the present work lies in the formulation and solution of Monge–Ampere equations speci-
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fically in terms of dual curvature data, and the construction of explicit surface representations using
integrable systems techniques. The article [16] investigates the parametric and algebraic representa-
tions of minimal surfaces in four-dimensional Euclidean space. It presents a generalized form of the
Weierstrass–Enneper formula and analyzes the differential-geometric properties, projections, and
modeling significance of such surfaces. This approach is closely related to the methods applied in
solving the Monge—Ampere equation within isotropic geometry and provides an effective geometric
framework for studying related problems

1 Geometry of isotropic space

Let Oxi (i = 1... n+ 1) be a coordinate system in affine space An+1. The scalar product of vectors
−→
X (x1, x2, ..., xn+1) and

−→
Y (y1, y2, ..., yn+1) is defined by the following formula:

(
→
X ,
→
Y ) =


n∑
i=1

xiyi, if
n∑
i=1

xiyi 6= 0,

xn+1yn+1, if
n∑
i=1

xiyi = 0.
(1)

Definition 1. An affine space An+1, in which the scalar product of vectors is calculated using
formula (1), is called an isotropic space Rnn+1.

The scalar product (1) is called a degenerate scalar product.
Minkowski space is a pseudo-Euclidean space with index 1. It serves as a geometric framework for

the theory of relativity. This space also includes isotropic space as a special case. This can be seen in
the following lemma.

Lemma 1. The isotropic space Rnn+1 is a subspace of the (n + 2)-dimensional Minkowski space
1Rn+2 [11].

We define the norm of a vector in isotropic space Rnn+1 as the root of the scalar product of a vector

|
→
X | =

√ →
(X ,

→
X ), and the distances between points are defined as the norm of the vector connecting

these points.
If
→
X −

→
Y =

→
AB, then the distance between points A and B is calculated using the following

formula:

d =


√

n∑
i=1

(yi − xi)2 , if
√

n∑
i=1

(yi − xi)2 6= 0,

|yn+1 − xn+1|, if xi = yi (i = 1, n).

(2)

The hyperplanes in Rn−in+1(i = 1..n − 2) can be of two types — isotropic Rn−in+1 or Euclidean Rn.
Hyperplanes xn+1 = constant are Euclidean spaces. If a two-dimensional plane is considered and it is
parallel to the Oxn+1 axis, then the intrinsic geometry of this plane becomes Galilean. The intrinsic
geometry of the Galilean plane is presented in [17].

Since the isotropic space Rnn+1 is an affine space, there is an affine coordinate transformation that
maintains the distance defined by formula (2). This transformation is called the motion of isotropic
space Rnn+1 and is given by the following formula [3]:

X ′ = A ·X +B, A =

 AE
_________________

h1 h2 ... hn−1 hn

0
...
0
1

 , (3)
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where AE = (aij)i, j = 1..n
is the motion matrix in the Euclidean space Rn, BT = (b1, b2, ..., bn+1) is

the parallel translation vector, and (h1, h2, ..., hn, 1) is the vector with sliding coordinate components.
If we define a sphere in isotropic space as a set of geometric points equidistant from a given point

(x01, x
0
2, ..., x

0
n, xn+1), then its equation has the following form:

n∑
i=1

(xi − x0i )
2
= r2.

We will call this sphere a metric sphere.
Let us consider in the Rnn+1 a surface defined by the following vector equation [1]:

r(u1, u2, ..., un) =
(
xi(u1, u2, ..., un)|(u1, u2, ..., un) ∈ D ⊂ Rn, i = 1..(n+ 1)

)
. (4)

The first quadratic form of (4) a surface is defined by analogy with Euclidean space

I = ds2 =
n∑
i=1

n∑
j=1

gij duiduj ,

where gij are the coefficients of the first quadratic form of the surface and

gij = (
−→
r′ ui ,

−→
r′ uj ) =

n∑
k=1

(
∂xk
∂ui

,
∂xk
∂uj

)
.

In the case where ds2 = 0, an additional first quadratic form ds2 = dxn+1 is considered.
Since we mainly consider surfaces with a single-valued projection onto the plane xn+1 = 0, ds2 6= 0

for all points of the surface. Therefore, an additional first quadratic form of the surface is not considered.
The normal to the surface is taken to be the only orthogonal vector to all tangent vectors of the

surface −→nm(0, 0, ..., 0, 1) [9].
By analogy with the Euclidean space, the second quadratic form of the surface is defined as the

scalar product of the vector of the second-order differential d2−→r by the surface normal.
The surface normal needs a clear definition in order to handle the issues in question. To this end,

the following formula can be offered:
The standard, and orthogonal, form of the normals is given by

−→n =
[−→ru1 , ...,−→run ]
|[−→ru1 , ...,−→run ]|

,

in which [−→ru1 , ...,−→run ] signifies the vector product.
Since we consider two surface normals (the special normal −→nm and the normal −→n ), the formula for

the second quadratic form will be as follows:

II = (d2r,
−→
N ) =

n∑
i,j=1

Dijduiduj .

Here, Dij is the coefficient of the second quadratic form, calculated as:
1) Dij =

∂2xn+1

∂ui∂uj
, if
−→
N = −→nm,

2) Dij = (ruiuj ,
−→n ), if

−→
N = −→n .

In particular, if the surface is defined by the following equation

xn+1 = f(x1, x2, ..., xn), (5)
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where (x1, x2, ..., xn) ∈ D ⊂ Rn, then

II =
n∑

i,j=1

∂2xn+1

∂xi∂xj
duiduj .

Hyperplanes parallel to the normal vector are isotropic hyperplanes of the corresponding dimension.
In particular, a two-dimensional plane parallel to the normal vector is a two-dimensional isotropic plane,
called the Galilean plane [7]. Therefore, the geometry is Galilean in a two-dimensional normal section
of the surface. A two-dimensional normal section of the surface is a curve on the Galilean plane.

The curvature of the curve of the normal section is called the normal curvature of the curve on the
surface. The normal curvature of the curve on the surface is calculated by the following formula:

kn =
II

I
.

In isotropic space Rnn+1, the second sphere is a surface with constant normal curvature in all
directions, given by the following equation:

2xn+1 =

n∑
i=1

xi
2. (6)

Definition 2. The surface defined by equation (6) is called an isotropic sphere in Rnn+1.

The mean and total curvatures are the main geometric characteristics of a surface. The total
curvature of the surface (4) is calculated as:

K =
det
∣∣∣(Dij)i,j=1.n

∣∣∣
det
∣∣∣(gij)i,j=1.n

∣∣∣ .
Lemma 2. The total curvatures of the surface (5), determined by the normal and the special normal,

are mutually equal K = Km [11].

2 Dual transformation with respect to the isotropic sphere

Let the surface F be given by the equation (5) and suppose it lies within the isotropic sphere of
the space Rnn+1. Consider the set of points obtained via dual mapping of the tangent hyperplanes to
the surface F at each of its points, with respect to the isotropic sphere. This set forms a new surface
defined as follows.

Definition 3. The surface F ∗ is called the dual surface to the surface F with respect to the isotropic
sphere.

If the surface F is regular, then the dual surface F ∗ is also a surface and is given by the system:
x∗i =

∂f

∂xi
, i = 1, ... , n,

x∗n+1 =

n∑
i=1

xi ·
∂f

∂xi
− f.

Theorem 1. The dual image of the surface F ∗ coincides with the surface F ; that is,

F ∗∗ = F.
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The total curvature of the surface (5) has the form:

K =

∣∣∣∣∣∣∣∣∣
fx1x1 fx1x2 · · · fx1xn
fx2x1 fx2x2 · · · fx2xn
...

...
. . .

...
fxnx1 fxnx2 · · · fxnxn

∣∣∣∣∣∣∣∣∣ .
The right-hand side is the Monge–Ampere operator. In isotropic space, the problem of recovering

a surface from its total curvature is equivalent to solving the Monge–Ampere equation.

3 Monge–Ampere equation

I.Ya. Bakelman studied the connection between the extrinsic curvature of convex surfaces and the
second-order nonlinear Monge–Ampere equation [2]. In this case, I.Ya. Bakelman showed that the
solution of the generalized Dirichlet problem for the Monge–Ampere equation exists and is unique by
estimating the area of the normal image of the surface. The listed problems were solved only if the
domain D ⊂ R2 is convex where the function is defined. By applying the geometry of the Galilean
space, A. Artykbaev solved the problem for the existence and uniqueness of the convex surface for
the given extrinsic curvature if the domain D ⊂ R2 is non-convex [18]. Also, in the article [7], the
concept of generalized extrinsic curvature is given, and the existence and uniqueness of the solution to
the Monge–Ampere equation in the multi-connected domain is proved. The Monge–Ampere equation
in a discrete setting with a special invariant can be observed in the Sharipov’s works [19]. In [20, 21],
Lions and Urbas established the existence and regularity results for a wide class of fully nonlinear
elliptic PDEs. The paper [22], provides a clear and accessible overview of the modern theory of the
Monge–Ampere equation. It discusses the notion of Alexandrov (weak) solutions, interior and boundary
regularity results, and classical methods developed by Calabi, Cheng–Yau, and Lions. The article also
emphasizes the analytical and geometric aspects of the equation, offering valuable insights into the
existence and smoothness of convex solutions to Dirichlet-type problems. In this paper, we address the
problem of reconstructing a surface in three-dimensional isotropic space by solving the Monge–Ampere
equation, using the relationship between the surface equation and the Monge–Ampere equation in
isotropic space. To this end, we first introduce the Monge–Ampere equation in three-dimensional
space.

It is known that the Monge–Ampere equation is generally as follows:

zxxzyy − z2xy = φ (x, y, z, zx, zy) .

In this case, if φ (x, y, z, zx, zy) > 0, the equation is elliptic and its solution is a convex surface
equation. Now, if we consider this equation in the semi-Euclidean space, that is, in the isotropic space,
it will be as follows:

K (x, y) = zxxzyy − z2xy.

3.1 General invariant solution

We present some statements related to the solution of the Monge–Ampere equation and motions
in isotropic space.

Lemma 3. If the function z = f(x, y) is a solution of the Monge–Ampere equation

detD2f = fxxfyy − (fxy)
2 = F (x, y),
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then the function
z = f(x, y) + C1x+ C2y + C

is also a solution of the same equation.

Proof. This follows from the fact that the Monge–Ampere operator involves only second-order
partial derivatives. Since the linear part C1x+C2y+C vanishes under second-order differentiation of
second order, it does not affect the operator:

∂2

∂x2
(f + C1x+ C2y + C) = fxx,

∂2

∂y2
(f + C1x+ C2y + C) = fyy,

∂2

∂x∂y
(f + C1x+ C2y + C) = fxy.

Therefore, the Monge–Ampere determinant remains unchanged.

Lemma 4. The surface defined by the function

z = f(x, y) + C1x+ C2y + C

can be obtained from the surface z = f(x, y) by an isotropic motion.

Proof. Consider applying (3) an isotropic motion to the surface, specifically an isotropic shear
transformation (translation along the z-axis depending linearly on x and y). This motion is given by:

x′ = x,

y′ = y,

z′ = Ax+By + z + C,

(7)

where A,B,C ∈ R are constants.
Applying this transformation to the surface z = f(x, y), we obtain:

z′ = f(x, y) +Ax+By + C,

which coincides with the general form f(x, y)+C1x+C2y+C. Hence, the transformation corresponds
to (7) a motion in isotropic space.

Taking Lemmas 3 and 4 into account, we will not consider the linear case in the subsequent
solutions. The reason is that, in isotropic space, adding a linear term results in two different solutions
representing the same surface, differing only by their position.

4 Analytical solution of a Monge–Ampere-type equation

We study a nonlinear Monge–Ampere-type partial differential equation of the form:(
∂2z

∂x∂y

)2

− ∂2z

∂x2
· ∂

2z

∂y2
= f(x)y2. (8)

Our aim is to construct general and particular solutions, including transformation invariance and
exact construction for a specific case.

We consider a quadratic ansatz in y:

z(x, y) = ϕ(x)y2 + U(x)y + V (x)

140 Bulletin of the Karaganda University



Application of isotropic geometry ...

and compute the necessary derivatives:

∂2z

∂x∂y
= 2ϕ′(x)y + U ′(x),

∂2z

∂x2
= ϕ′′(x)y2 + U ′′(x)y + V ′′(x),

∂2z

∂y2
= 2ϕ(x).

Substituting into equation (8), we obtain a polynomial in y. Matching coefficients gives the following
system:

4(ϕ′)2 − 2ϕϕ′′ = f(x),

4ϕ′U ′ − 2ϕU ′′ = 0,

(U ′)2 − 2ϕV ′′ = 0.

Solving this system, we obtain the general solution:

w(x, y) = ϕ(x)y2 + C1y

∫
ϕ2(x) dx+

1

2
C2
1

∫ x

a
(x− t)ϕ3(t) dt,

where ϕ(x) satisfies the nonlinear ODE

ϕϕ′′ = 2(ϕ′)2 − 1

2
f(x).

Particular case: f(x) = 0.
We assume ϕ(x) = A/(x+ C) and verify that it satisfies:

ϕϕ′′ = 2(ϕ′)2.

This leads to a family of solutions of the form:

w(x, y) =
A

x+ C
y2 − C1A

2y

x+ C
+
C2
1

2

∫ x

a
(x− t)

(
A

t+ C

)3

dt.

Particular case: f(x) = x2.
We seek ϕ(x) = axn. The equation

a2n(n− 1)x2n−2 = 2a2n2x2n−2 − 1

2
x2

is satisfied when n = 2, yielding

a = ± 1

2
√
3
.

Hence,

ϕ(x) =
1

2
√
3
x2.

Using this, we compute the full solution:

w(x, y) =
1

2
√
3
x2y2 +

C1y

60
x5

C2
1

48
√
3

∫ x

a
(x− t)t6dt.
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5 Translation surface

When the surface is uniquely projected onto the Oxy plane in isotropic space, it is given by the
parametrization:

−→r (x, y) = x · −→i + y · −→j + (f(x) + g(y)) ·
−→
k . (9)

In this case, the coefficients of the first fundamental form are: E = 1, F = 0, G = 1, and the
coefficients of the second fundamental form are: L = f ′′(x), M = 0, N = g′′(y).

Taking this into account, the formula for the total curvature of the surface can be obtained as:

K = f ′′(x) · g′′(y).

The total curvature of the dual surface is given by:

K∗ =
1

f ′′(x) · g′′(y)
.

Let
K∗ = ϕ(x) · ψ(y) 6= 0

be a function defined on the domain D ⊂ R2, where ϕ(x) and ψ(y) are continuous, non-vanishing
functions.

Lemma 5. If the total curvature of the dual surface is given by K∗ = ϕ(x) ·ψ(y), then there exists
a surface of the form

~rλ(x, y) = x~i+ y~j +

(∫ [∫
1

λϕ(x)
dx

]
dx+

∫ [∫
λ

ψ(y)
dy

]
dy

)
~k, (10)

for which K∗ is the total curvature of its dual surface and ϕ(x), ψ(y) ∈ C2(D).
Proof. From the general formula (10) for the total curvature of a dual surface in a translation

surface, we have:
1

f ′′xx(x) · g′′yy(y)
= ϕ(x) · ψ(y).

Rewriting, we obtain:
1

f ′′xx(x) · ϕ(x)
= g′′yy(y) · ψ(y).

This leads to the separation of variables as:

1

f ′′xx(x) · ϕ(x)
= λ = g′′yy(y) · ψ(y), (11)

where λ is a constant of separation.
Solving (11) these differential equations gives:

fλ(x) =

∫ [∫
1

λϕ(x)
dx+ C1

]
du+ C ′1,

gλ(y) =

∫ [∫
λ

ψ(y)
dv + C2

]
dy + C ′2.

By substituting the functions f(x) and g(y) into the translation surface equation (9) and omitting
their linear parts, we obtain the formula presented in Lemma 5.
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Theorem 2. (i) If the surface belongs to a translation surface and the total curvature of the dual
surface is K∗ = C0 = constant 6= 0, then the surface has the following equation: ~r(x, y) = x~i + y~j +(
C0
2 x

2 + 1
2C0

y2
)
~k.

(ii) If the total curvature is given in the form K∗ = ϕ(x) · ψ(y), then the surface is given by
formula (9).

(iii) However, if the total curvature is a non-separable function, i.e. K∗ = K∗(x, y) 6= ϕ(x) · ψ(y),
then the problem has no solution in the class of translation surfaces.

Proof. Each case in the theorem is considered separately.
(i) When K∗ = C0 = constant, the result is already established in [8].
(ii) When K∗ is separable as ϕ(x) · ψ(y), the theorem follows directly from Lemma 5.
(iii) Finally, when K∗ = K∗(x, y) is non-separable, a surface of the form

~r(u, v) = x~i+ y~j + (f(x) + g(y))~k

has curvature
K∗(x, y) =

1

f ′′xx(x)
· 1

g′′yy(y)

which is necessarily separable in variables. This contradiction implies that no such transfer surface can
exist in the non-separable case.

6 Applications of the Monge–Ampere equation

The Monge–Ampere equation has been widely applied across various scientific fields. Many well-
known equations include the Monge–Ampere equation as a structural component. Let us consider one
such equation. By doing so, we also address the applicability of the results obtained.

Consider the nonlinear partial differential equation

∂2z

∂x2

[(
∂2z

∂x∂y

)2

− ∂2z

∂x2
· ∂

2z

∂y2

]
=
∂2z

∂y2
.

This equation is relevant in two-dimensional plasticity theory, where z = f(x, y) acts as the gen-
erating function. This equation represents a particular case of the nonlinear elastic plate model,
describing the bending deformations of a thin elastic plate. It models the variation of elastic energy
based on the total curvature of the surface. Due to its nonlinear nature, the equation is suitable for
analyzing large deformations. In the absence of external forces, it describes situations where only
internal elastic forces are at play.

Let z = f(x, y) be a solution. Then, the following transformed functions also satisfy the same
equation:

z1 = ±C−21 f(C1x+ C2, C3y + C4),

where C1, . . . , C4 are arbitrary constants.
Let us try to solve the equation. We now define a new function

ω(x, y) =
∂z

∂x
.

We consider ω(x, y) as a surface and move to the surface that is dual to ω∗(x, y) and use the following
3-dimensional dual transformation: 

x∗ = ∂ω
∂x ,

y∗ = ∂ω
∂y ,

z∗ = x∂ω∂x + y ∂ω∂y − ω.
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The goal is to convert the original nonlinear equation into a second-order linear PDE. After per-
forming the transformation, we obtain:

(1 + x∗2)2
∂2z∗

∂x∗2
+ 2x∗y∗(1 + x∗2)

∂2z∗

∂x∗∂y∗
+ y∗2(x∗2 − 1)

∂2z∗

∂y∗2
= 0. (12)

This is a hyperbolic partial differential equation. To further simplify it, we use the coordinate
transformation:

t = arctanx∗, ξ =
1

2
ln(1 + x∗2)− ln y∗, W =

z∗√
1 + x∗2

.

Under this change of variables, equation (12) is transformed into a linear PDE with constant
coefficients:

∂2W

∂t2
=
∂2W

∂ξ2
−W.

We now solve the PDE, using the method of separation of variables. Let

W (t, ξ) = T (t) ·X(ξ).

Substitute into the equation:

T ′′(t)X(ξ)− T (t)X ′′(ξ) + T (t)X(ξ) = 0.

Divide both sides by T (t)X(ξ):
T ′′(t)

T (t)
− X ′′(ξ)

X(ξ)
+ 1 = 0.

This implies:
T ′′(t)

T (t)
+ 1 =

X ′′(ξ)

X(ξ)
= −λ.

So we obtain two ODEs:

T ′′(t) + (λ+ 1)T (t) = 0,

X ′′(ξ) + λX(ξ) = 0.

The general solutions are

T (t) = C1 cos(
√
λ+ 1 t) + C2 sin(

√
λ+ 1 t),

X(ξ) = A1 cos(
√
λ ξ) +A2 sin(

√
λ ξ).

Therefore, the general solution to the PDE is

W (t, ξ) =
[
A1 cos(

√
λ ξ) +A2 sin(

√
λ ξ)

]
·
[
C1 cos(

√
λ+ 1 t) + C2 sin(

√
λ+ 1 t)

]
.

We now reverse the transformation steps to reconstruct ω(x, y).
Recover Z(X,Y ), recall that

W =
z∗√

1 + x∗2
.

From this it follows
z∗ =W ·

√
1 + x∗2.
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Using Theorem 1, which states that the dual transformation is self-inverse, we find ω(x, y):

ω(x, y) = xx∗ + yy∗ − z∗(x∗, y∗).

Integrating ω(x, y), we get z = f(x, y). Finally, since ω =
∂z

∂x
, we integrate:

z(x, y) =

∫
ω(x, y) dx+ φ(y),

where φ(y) is an arbitrary function of y arising from the integration.

Conclusion

In this paper, we investigated the Monge–Ampere equation in three-dimensional isotropic space and
demonstrated its strong connection with the geometry of surfaces, dual transformations, and curvature
invariants. By leveraging the properties of isotropic geometry, particularly the degenerate metric and
dual mappings, we formulated and solved a class of nonlinear Monge–Ampere-type equations.

Using of dual transformation techniques, we linearized a complex nonlinear PDE, solved it ana-
lytically using separation of variables, and reconstructed the original surface using the inverse dual
transform. The method proved effective in simplifying the solution process and understanding the
geometric structure behind the equation.

We also studied translation surfaces and provided conditions under which such surfaces can be
constructed from given curvature functions. In particular, we showed that the total curvature of the
dual surface imposes strict conditions on the form of the original surface.

The results obtained in this work can serve as a foundation for further research in isotropic dif-
ferential geometry, geometric PDEs, and applications in computer graphics, elasticity, and geometric
modeling. The approach of using duality and curvature invariants offers a powerful framework for the
analysis and reconstruction of surfaces governed by Monge–Ampere-type equations.
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Bernstein polynomials play a very important role in approximation theory, probability theory, computer
aided geometric design and many other areas. In 2017 J. Szabados constructed polynomial operators that
can be considered as the most natural generalization to several intervals of the classical Bernstein operators.
Their main advantages include fixed difference between degrees of the used polynomials and the number of
used nodes. Unfortunately, they exist only under strong restrictions on the geometry of intervals (intervals
have to form a polynomial inverse image of an interval). The main goal of the paper is to present a rational
operator that generalizes J. Szabados’ construction, and exists for an arbitrary system of several intervals.
Moreover, this construction (unlike J. Szabados’) is a linear positive operator. One of the main ingredients
in the construction is the fact (which was proved by M.G. Krein, B.Ya. Levin, and A.A. Nudel’man) that
an arbitrary finite system of real intervals is the inverse image of an interval by a rational function with
precisely one pole at each gap. The approximation properties of such operators are studied as well. Further
possible generalizations (of V.S. Videnskii’s operators to one interval) are considered.

Keywords: Bernstein polynomials, rational operators, several intervals, inverse images, rate of approxima-
tion, linear positive operators, Videnskii rational functions, Ditzian–Totik modulus of continuity.

2020 Mathematics Subject Classification: 41A35, 41A20.

Introduction

Approximation theory and harmonic analysis on several intervals of the real line is an area that
attracts attention of many researchers. For example, the asymptotics of Chebyshev polynomials and
their norms were studied in papers [1–3]; several related aspects of the theory of orthogonal polynomials
can be found in [4–6]; the capacity of several intervals was considered in [7,8]; different approximation
problems on several segments were solved in [9–11], among many others.

The polynomial inverse image method plays an important role in solving a number of problems in
this field (see, for example, the survey [12], as well as later works with references to it). The method
consists of several steps. Firstly it is necessary to prove the result for a system of intervals, that is a
preimage of an interval under polynomial mapping (inverse image of an interval). The next step is to
prove the result for arbitrary polynomials on an inverse image of an interval. Finally it is necessary to
approximate an arbitrary system of intervals by inverse images, varying some endpoints of the intervals.

Sometimes, for example in polynomial interpolation, slight change of the system of intervals gives
dramatically worse the asymptotic behaviour of the Lebesgue constants (see, for example, [13]). In
[14] it was proved that even in the case of interpolation by polynomials on several intervals, it is useful
to replace the preimage of an interval under polynomial mappings with the preimage of an interval
under rational functions with fixed denominator. Then instead of varying the systems of intervals it is
possible to vary the poles.

J. Szabados in [15] constructed analogues of Bernstein polynomials on several intervals with similar
reproducing and interpolation properties only for the case of polynomial preimages of an interval. More
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precisely, they preserve polynomials up to a fixed degree (like classical Bernstein polynomials preserve
polynomials up to degree one) and interpolate at the endpoints of the intervals (like classical Bernstein
polynomials interpolate at ±1.) We refer to [16–18] for the theory of classical Bernstein polynomials.

However, Szabados’ operators are not positive, unlike the classical Bernstein polynomials, and
polynomial preimages correspond to very special systems of intervals.

The main goal of the paper is to show that the use of rational functions makes it possible to
overcome these disadvantages of BS.

Main results

Let Js = ∪sj=1Ij , Ij = [aj , bj ], s ≥ 1, be a system of real intervals. More precisely, 0 = a1 < b1 <
. . . < as < bs = 1, and let Πn be the set of polynomials of degree at most n. Let C(Js) be the space
of continuous functions on Js with the sup-norm.

J. Szabados’ construction works for the case where Js = p−1([0, 1]), where p ∈ Πm, m ≥ s. For
n ∈ N, let xk1 < . . . < xkmk

be defined by

p(xki) =
k

n
, i = 1, . . . ,mk, k = 0, . . . , n,

where mk are given explicitly (in most cases they are equal to m, with normalization p(0) = 0).
For an arbitrary f(x) ∈ C(Js), let

L̃k(f, x) =

mk∑
i=1

f(xki)˜̀
ki(x) ∈ Πmk−1, k = 0, . . . , n,

be the Lagrange interpolation polynomial with respect to the nodes xki. J. Szabados’ operator is given
by

BSn(f, x) =
n∑
k=0

Lk(f, x)bnk(p(x)), x ∈ Js,

where

bnk(x) =

(
n
k

)
xk(1− x)n−k, k = 0, . . . , n,

are the fundamental functions of the Bernstein polynomials.
The main advantage of the operators BS compared to ordinary Bernstein polynomials of an ex-

tended function onto [0, 1] is that the difference between the number of function values and the degree
of the operator is m− s− 1, i.e., independent of n, just as in the case of the classic Bernstein polyno-
mials. But BS are not positive operators and the assumption Js = p−1([0, 1]) with s > 1 is valid for
very special systems of intervals only (for Js in general position it is not satisfied for any m ≥ s).

Now we will give the construction of rational analogues of operators BS that preserve their main
advantages, exist for all Js and n, and are positive.

From [19] it follows that for any system Js there exists a polynomial S ∈ Πs−1 with exactly one
zero at each gap (bi, ai+1), i = 1, . . . , l − 1 such that Js = R−1 ([0, 1]) , where

R(x) =

∏s
i=1(x− ai)
S(x)

.

Now for n ∈ N let xk1 < . . . < xks be such that

R(xki) =
k

n
, i = 1, . . . , s, k = 0, . . . , n.
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Then for an arbitrary f(x) ∈ C(Js), let

Lk(f, x) =

(
s∑
i=1

f(xki)`
2
ki(x)

)/
s∑
i=1

`2ki(x) , k = 0, . . . , n,

where

`ki(x) =
S(xki)

S(x)

mk∏
j = 1
j 6= i

x− xkj
xki − xkj

are the fundamental Lagrange rational functions with the denominator S(x). Rational analogues of
Bernstein–Szabados operators are then defined by the formula

Bn(f, x) =
n∑
k=0

Lk(f, x)bnk(R(x)), x ∈ Js. (1)

Those operators are linear and positive, each term in (1) is a rational function of degree sn + s − 1,
they preserve constants and interpolate f at the endpoints of Js.

Now we state an analogue of J. Szabados’ convergence estimate for (1). Let

ϕ(x) =
√

(x− aj)(bj − x) if x ∈ Ij , j = 1, . . . , s,

and define the Ditzian–Totik modulus of continuity as

ωϕ(f, t) = sup
0<h≤t

‖∆hϕ(x)f(x)‖Js ,

where the difference is meant to be zero if any of the arguments is outside Js, and we assume that t is
so small that both x± ϕ(x) fall into the same interval Ij . Further let

V (f) = sup
x,y∈Js

|f(x)− f(y)|.

Theorem 1. For an arbitrary f ∈ C(Js) we have

‖f(x)−Bn(f, x)‖Js ≤ cωϕ
(
f,

1√
n

)
+ c

V (f)√
n
.

(Here and in what follows, c always denotes a positive constant depending on Js, but independent
of n, not necessarily the same at each occurrence.)

Proof. The proof goes essentially the same way as in [15, Proof of Theorem 1]. Let x ∈ Ij . Since
both operators Lk and the classic Bernstein polynomials reproduce constants, we get

|f(x)−Bn(f, x)| ≤ c
n∑
k=0

s∑
i=1

|f(x)− f(xki|`2ki(x)bnk(R(x))

≤ c
n∑
k=0

ωϕ
(
f,

1√
n

)[ √
n

ϕ(x)
(x− xkj) + 1

]
`2kj(x) + V (f)

∑
i 6=j

`2ki(x)

 bnk(R(x)).
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We estimate the right-hand side sum for 0 ≤ k ≤ n/2; the other part can be handled similarly.
Then it is sufficient to consider the case 0 ≤ R(x) ≤ 4/5, since for 4/5 ≤ y ≤ 1 the estimate

[n/2]∑
k=0

(n
k

)α
bnk(y) ≤ nα(4/5)n/2, α ≥ 0,

was proved in [15].
Let first k = 0. Then we have |`0i(x)| ≤ c, x0i = ai, i = 1, . . . , s, and

(x− ai)`20i(x)

ϕ(x)
≤ cx− ai

ϕ(x)
≤ c
√
R(x).

Now let 1 ≤ k ≤ n/2.
Because of |`kj(x)| ≤ c we get

[n/2]∑
k=1

`2kj(x)bnk(R(x)) ≤ c
[n/2]∑
k=1

)bnk(R(x)) ≤ c. (2)

On the other hand, |x− xkj | ≤ |R(x)− k
n |, therefore by [15, Lemma 1] applied with α = 0, β = 1

yields
[n/2]∑
k=1

|x− xkj |`2kj(x)bnk(R(x)) ≤ c
[n/2]∑
k=1

|x− xkj |bnk(R(x))

≤
[n/2]∑
k=1

|R(x)− k

n
| ≤ c

√
R(x)

n
≤ ϕ(x)√

n
. (3)

Finally, using `2ki(x) ≤ c
√

n
k |x − xkj |, i 6= j, and [15, Lemma 1] with α = 1/2, β = 1,

we obtain that
[n/2]∑
k=1

∑
i 6=j

`2ki(x)bnk(R(x) ≤ c
[n/2]∑
k=1

√
n

k
|x− xkj |bnk(R(x))

≤ c
[n/2]∑
k=1

√
n

k

∣∣∣∣R(x)− k

n

∣∣∣∣ bnk(R(x)) ≤ c√
n
. (4)

Combining (2)–(4) completes the proof.

Remark 1. Substituting

L
(1)
k (f, x) =

s∑
i=1

f(xki)`ki(x)

instead of Lk(f, x) in (1) other operators (denoted by B(1)
n (f, x)) can be constructed. They are rational

functions of degree ns + s − 1, use ns function values, satisfy B(1)
n (R, x) = R(x) for all x ∈ Js, but

don’t form positive operators.

Remark 2. V.S. Videnskii in a series of papers (compare also his book [18], and paper [20]) consid-
ered a generalization of the classical Bernstein polynomials for rational approximation on [0, 1].

More precisely, Videnskii’s operators have the form

Vn (f, x) =
n∑
k=0

f (τnk)unk (x) ,
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where the nodes τnk are determined by the formulas

φn (τnk) =
k

n
, k = 0, 1, .., n,

φn (x) =
1

n

n∑
i=1

hni (x) ,

and the rational functions unk(x), which are analogues of bnk(x) from the classical Bernstein operators,
are defined with the help of the generating function as follows:

hni (x) =
ρnix

1 + ρni − x
, ρni > 0, i = 0, 1, ...,

gn (x, y) =
n∑
k=0

ykunk(x),

gn (x, y) =

n−1∏
i=0

(hni (x) y + (1− hni (x))) .

It is possible to generalize this construction to the case of several intervals by the same method as
above.

Conclusion

Bernstein polynomials have many applications in modern science and technology, but up to now
there is no complete analogue of them for the case of several (greater than one) intervals of the real
axis. In this paper a generalization of Bernstein polynomials to rational functions on several intervals
is constructed. Those operators exist for an arbitrary (unlike previously constructed generalizations)
system of intervals. Approximation properties of the presented operators are studied as well.
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This study is devoted to obtaining an analytical expression for the solution of a non-local boundary value
problem for a linear inhomogeneous differential equation with variable coefficients, which principle part is
the Cauchy–Riemann equation. Since the Cauchy–Riemann equation is a first-order elliptic equation, the
problem formulated with a classical boundary condition in a finite domain is ill-posed. Defining a boundary
condition for a first-order elliptic equation within a finite domain requires special investigation. For a first-
order elliptic equation in the x1ox2 plane, a new boundary condition is proposed within a bounded region
that is concave in the x2 direction, and an expression for the solution is obtained. For this purpose,
using the fundamental solution of the principal part of the equation, the main relation consisting of two
parts is obtained, the first part yields an arbitrary solution to the equation, and the second part gives
the boundary values of the solution representing the necessary conditions. Utilizing these necessary and
specified boundary conditions, a system of Fredholm integral equations of the second kind with a singular
kernel is constructed to find a solution, and a method for elimination the singularity in the solution is
proposed.

Keywords: first-order elliptic equation, Cauchy–Riemann equation, embroidery condition, nonlocal
boundary condition, main relation, Green’s second formula, necessary conditions, regularization of sin-
gularity.
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Introduction

The Dirichlet, Neumann, Poincaré and directional derivative problems for second-order elliptic
equations, particularly for the Laplace equation with local boundary conditions, have been widely
studied in [1–3]. Since the Cauchy–Riemann equation is a first-order elliptic equation, the problems
formulated for it using classical conditions are known to be globally ill-posed.

In [4], the Dirichlet problem for the Cauchy–Riemann equation is studied under the condition that
the given function on the boundary satisfies what the authors call the necessary condition, a very rigid
condition.

In general, writing out boundary conditions for first-order elliptic equations, as well as proving the
correctness of the problem, require special research. Unlike previous works focusing on Dirichlet or
Neumann problems, in [5] a unified analytical framework was developed to handle mixed (Robin type)
boundary conditions by combining complex analysis and functional analysis methods, thus expanding
the applicability of the Cauchy–Riemann boundary problem theory. In [6–8], problems related to the
Cauchy–Riemann equation under classical boundary conditions are studied essentially using methods
of complex analysis. In [9], the Cauchy–Riemann operator’s spectral behavior with homogeneous
∗Corresponding author. E-mail: bahaddins@beykent.edu.tr
Received: 9 July 2025; Accepted: 15 September 2025.
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Dirichlet-type boundary conditions was investigated, and the theoretical understanding of its spectral
properties was advanced by demonstrating that the operator possesses the Volterra property.

In this study, a new boundary condition for the Cauchy–Riemann equation is proposed and the
analytical solution of the problem is reduced to the system of Fredholm integral equations of the second
type.

Let D be a region bounded in the x1ox2 plane and convex in the x2 direction as shown in Figure 1.
If we project the domain D onto the x1 axis parallel to the x2 axis, then the boundary Γ is divided into
two parts Γ1 and Γ2 (Γ = Γ1 ∪ Γ2, since the domain D is convex in the x2 direction). The equations
of the curves Γ1 and Γ2 are given by

x2 = γk(x1), (k = 1, 2); x1 ∈ [a1, b1] = pr|x1D = pr|x1Γ1 = pr|x1Γ2

and Γ is a Lyapunov curve.

Figure 1. Region D

The following problem in the domain D is considered

∂u(x)

∂x2
+ i

∂u(x)

∂x1
= a(x)u(x) + f(x), x ∈ D, (1)

α1(x1)u (x1, γ1(x1)) + α2(x1)u (x1, γ2(x1)) = ϕ(x1), x1 ∈ [a1, b1]. (2)

Here, a(x), f(x), α1(x1), α2(x1) and ϕ(x1) are given continuously differentiable functions and i =
√
−1.

Let us denote by ν and τ the outward and tangential normals drawn to boundary of Γ, respectively.
It is known that the fundamental solution of the Cauchy–Riemann equation is

U(x− ξ) =
1

2π

1

x2 − ξ2 + i(x1 − ξ2)
, (3)

where x− ξ = (x1 − ξ1, x2 − ξ2).

1 The main relation

We multiply equation (1) by the fundamental solution (3) and integrate over the domain D:∫
D

∂u(x)

∂x2
U(x− ξ)dx+ i

∫
D

∂u(x)

∂x1
U(x− ξ)dx =

∫
D
a(x)u(x)U(x− ξ)dx+

∫
D
f(x)U(x− ξ)dx. (4)

Applying the Ostrogradsky–Gauss formula to the integral on the left-hand side of equation (4), we get∫
D

∂u(x)

∂x2
U(x− ξ)dx =

∫
Γ
u(x)U(x− ξ) cos(ν, x2)dx−

∫
D
u(x)

∂U(x− ξ)
∂x2

dx, (5)
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∫
D

∂u(x)

∂x1
U(x− ξ)dx =

∫
Γ
u(x)U(x− ξ) cos(ν, x1)dx−

∫
D
u(x)

∂U(x− ξ)
∂x1

dx. (6)

Let us substitute expressions (5) and (6) into equation (4) and write it down as follows∫
Γ
u(x)U(x− ξ) cos(ν, x2)dx−

∫
D
u(x)

∂U(x− ξ)
∂x2

dx+ i

[∫
Γ
u(x)U(x− ξ) cos(ν, x1)dx

−
∫
D
u(x)

∂U(x− ξ)
∂x1

dx

]
=

∫
D
a(x)u(x)U(x− ξ)dx+

∫
D
f(x)U(x− ξ)dx

or ∫
Γ
u(x)U(x− ξ)

[
cos(ν, x2) + i cos(ν, x1)

]
dx−

∫
D
a(x)u(x)U(x− ξ)dx−

∫
D
f(x)U(x− ξ)dx

=

∫
D
u(x)

[
∂U(x− ξ)

∂x2
+ i

∂U(x− ξ)
∂x1

]
dx.

Since the function U(x − ξ) is a fundamental solution of the principal part of equation (1), we can
write the last equation as∫

Γ
u(x)U(x− ξ)

[
cos(ν, x2) + i cos(ν, x1)

]
dx−

∫
D
a(x)u(x)U(x− ξ)dx−

∫
D
f(x)U(x− ξ)dx

=

{
u(ξ), ξ ∈ D,
1
2u(ξ), ξ ∈ Γ.

(7)

Main relation (7) we obtained consists of two parts. The first part gives an arbitrary solution of the
given equation (1) in the domain D for ξ ∈ D, and the second part gives the necessary conditions for
ξ ∈ Γ that gives relation between values of boundary conditions and values of the obtained solution.
It should be noted that in the literature expressions of the form (7) are known as necessary conditions
derived from the first fundamental relations, similar to Green’s second formula, in the study of higher-
order equations [2]. Similar methods have also been applied in [10–12] in the process of finding
analytical solutions to problems for the Cauchy–Riemann equation with non-local boundary conditions
in regions with various geometries.

Expressions of the type (7) are derived from various basic relations, by which all necessary linearly
independent conditions can be obtained. As emphasized in [2] while the D’Alembert formula gives the
solution of the Cauchy problem for the second-order wave equation, it cannot directly give a solution
to the boundary value problem posed for the Laplace equation. That is, since the D’Alembert formula
includes it’s own initial conditions, then, by writing them down, we obtain a solution to the Cauchy
problem from the D’Alembert formula. However, it is not possible to specify the two functions that
participate in the Green’s II formula obtained for the Laplace equation (they are linearly dependent
functions). By specifying one of them, we obtain the Dirichlet problem, and by specifying the other,
we obtain the Neumann problem.

In [2], a boundary value problem for the Laplace equation was considered and the expression derived
from Green’s II formula was called a necessary and sufficient condition. In [10] and [11], for a first-
order elliptical equation a new approach to non-local boundary value problem for the Cauchy–Riemann
equation was proposed. Paper [11] was devoted to investigation of a new method for investigating of
solutions to boundary value problems for first order elliptic equations. Computational aspects of
first-order partial differential equations with nonlocal boundary condition were considered in [13].
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2 Necessary and sufficient conditions

Now let us single out the necessary and sufficient conditions from the main relation (7):

1

2
u (ξ1, γ1(ξ1)) =

1

2π

∫
Γ1

u(x)

x2 − γ1(ξ1) + i(x1 − ξ1)

[
cos(ν, x2) + i cos(ν, x1)

]
dx

+
1

2π

∫
Γ2

u(x)

x2 − γ1(ξ1) + i(x1 − ξ1)

[
cos(ν, x2) + i cos(ν, x1)

]
dx

− 1

2π

∫
D

a(x)u(x)

x2 − γ1(ξ1) + i(x1 − ξ1)
dx− 1

2π

∫
D

f(x)

x2 − γ1(ξ1) + i(x1 − ξ1)
dx

=
1

2π

∫ b1

a1

u (x1, γ1(x1))

γ1(x1)− γ1(ξ1) + i(x1 − ξ1)

[
− cos(x1, τ) + i sin(x1, τ)

] dx1

cos(x1, τ)

+
1

2π

∫ b1

a1

u (x1, γ2(x1))

γ2(x1)− γ1(ξ1) + i(x1 − ξ1)

[
cos(x1, τ)− i sin(x1, τ)

] dx1

cos(x1, τ)

− 1

2π

∫
D

a(x)u(x)

x2 − γ1(ξ1) + i(x1 − ξ1)
dx− 1

2π

∫
D

f(x)

x2 − γ1(ξ1) + i(x1 − ξ1)
dx

=
1

2π

∫ b1

a1

u (x1, γ1(x1)) [1− iγ1
′(x1)]dx1

γ
′
1 (σ1(x1, ξ1)) (x1 − ξ1) + i(x1 − ξ1)

+
1

2π

∫ b1

a1

u (x1, γ2(x1)) [1− iγ2
′(x1)]dx1

γ2(x1)− γ1(ξ1) + i(x1 − ξ1)

− 1

2π

∫
D

a(x)u(x)

x2 − γ1(ξ1) + i(x1 − ξ1)
dx− 1

2π

∫
D

f(x)

x2 − γ1(ξ1) + i(x1 − ξ1)
dx, (8)

1

2
u (ξ1, γ2(ξ1)) =

1

2π

∫
Γ1

u(x)

x2 − γ2(ξ1) + i(x1 − ξ1)

[
cos(ν, x2) + i cos(ν, x1)

]
dx

+
1

2π

∫
Γ2

u(x)

x2 − γ2(ξ1) + i(x1 − ξ1)

[
cos(ν, x2) + i cos(ν, x1)

]
dx

− 1

2π

∫
D

a(x)u(x)

x2 − γ2(ξ1) + i(x1 − ξ1)
dx− 1

2π

∫
D

f(x)

x2 − γ2(ξ1) + i(x1 − ξ1)
dx

=
1

2π

∫ b1

a1

u (x1, γ1(x1))

γ1(x1)− γ2(ξ1) + i(x1 − ξ1)

[
− cos(x1, τ) + i sin(x1, τ)

] dx1

cos(x1, τ)

+
1

2π

∫ b1

a1

u (x1, γ2(x1))

γ2(x1)− γ2(ξ1) + i(x1 − ξ1)

[
cos(x1, τ)− i sin(x1, τ)

] dx1

cos(x1, τ)

− 1

2π

∫
D

a(x)u(x)

x2 − γ2(ξ1) + i(x1 − ξ1)
dx− 1

2π

∫
D

f(x)

x2 − γ2(ξ1) + i(x1 − ξ1)
dx

= − 1

2π

∫ b1

a1

u (x1, γ1(x1)) [1− iγ1
′(x1)]dx1

γ1(x1)− γ2(ξ1) + i(x1 − ξ1)
+

1

2π

∫ b1

a1

u (x1, γ2(x1)) [1− iγ2
′(x1)]dx1

γ
′
2 (σ2(x1, ξ1)) (x1 − ξ1) + i(x1 − ξ1)

− 1

2π

∫
D

a(x)u(x)

x2 − γ2(ξ1) + i(x1 − ξ1)
dx− 1

2π

∫
D

f(x)

x2 − γ2(ξ1) + i(x1 − ξ1)
dx. (9)

Let us clarify the features of expressions (8) and (9), which we obtained for the necessary and
sufficient conditions: To do this, we write equations (8) and (9) as follows:

u (ξ1, γ1(ξ1)) = − 1
π

∫ b1
a1

u(x1,γ1(x1))[1−iγ1′(x1)]dx1

(x1−ξ1)γ
′
1(σ1(x1,ξ1))+i

+ <1,

u (ξ1, γ2(ξ1)) = 1
π

∫ b1
a1

u(x1,γ2(x1))[1−iγ2′(x1)]dx1

(x1−ξ1)γ
′
2(σ2(x1,ξ1))+i

+ <2.

(10)
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In expression (10), <1, and <2 denote the sum of the regular terms of expressions (8) and (9). It is
easy to see that

[1− iγk ′(x1)]

γ
′
k (σk(x1, ξ1)) + i

=
[1− iγk ′(x1)]

γ
′
k (σk(x1, ξ1)) + i

+ i− i

= −i+
[1− iγk ′(x1)] + i

(
γ
′
k (σk(x1, ξ1)) + i

)
γ
′
k (σk(x1, ξ1)) + i

= −i+
1− iγk ′(x1) + iγ

′
k (σk(x1, ξ1)) + i2

γ
′
k (σk(x1, ξ1)) + i

= −i+ i
γ
′
k (σk(x1, ξ1))− γk ′(x1)

γ
′
k (σk(x1, ξ1)) + i

, k = 1, 2; x1 ∈ [a1, b1]. (11)

Since the points σk(x1, ξ1) lie between x1 and ξ1, when x1 and ξ1 coincide, the point σk(x1, ξ1) also
coincides with them. Therefore, when x1 − ξ1 −→ 0, γ′k (σk(x1, ξ1))− γk ′(x1) = 0, k = 1, 2.

If we substitute expression (11) into (10), we get
u (ξ1, γ1(ξ1)) = i

π

∫ b1
a1

u(x1,γ1(x1))
(x1−ξ1) dx1 + <3,

u (ξ1, γ2(ξ1)) = − i
π

∫ b1
a1

u(x1,γ2(x1))
(x1−ξ1) dx1 + <4,

(12)

where <3 and <4 denote the sum of the regular integrals corresponding to expressions (10) and (11),
respectively.

3 Regularization of singularities

Taking into account boundary condition (2), we write the following linear combination from (12)

α1(ξ1)u (ξ1, γ1(ξ1))− α2(ξ1)u (ξ1, γ2(ξ1))

=
i

π

∫ b1

a1

α1(ξ1)u (x1, γ1(x1)) + α2(ξ1)u (x1, γ2(x1))

x1 − ξ
dx1 + α1(ξ1)<3 + α2(ξ1)<4

=
i

π

∫ b1

a1

{[
(α1(ξ1)− α1(x1)) + α1(x1)

]
u (x1, γ1(x1))

+
[

(α2(ξ1)− α2(x1)) + α2(x1)
]
u (x1, γ2(x1))

} dx1

x1 − ξ1

=
i

π

∫ b1

a1

α1(x1)u (x1, γ1(x1)) + α2(x1)u (x1, γ2(x1))

x1 − ξ1
dx1 + α1(ξ1)<3 + α2(ξ1)<4

=
i

π

∫ b1

a1

ϕ(x1)

x1 − ξ1
dx1 + α1(ξ1)<3 + α2(ξ1)<4. (13)

If the functions α1(x1) and α2(x1) belong to the Hölder class, then we can say that the limit in
expression (13) exists in the Cauchy sense. Since x1 − ξ1 = 0, αk(ξ1) − αk(x1) = 0, k = 1, 2. In this
case the resulting singular integral no longer contains the unknown function.

Note 1. If the function ϕ(x1) on the right-hand side of boundary condition (2) satisfies the following
conditions:

ϕ(a1) = ϕ(b1) = 0, ϕ(x1) ∈ C(1)[a1, b1], (14)

then the singular limit in (13) will also exist in the usual sense.

Mathematics Series. No. 4(120)/2025 159



M. Rasulov et al.

Theorem 1. Assume that the following conditions are satisfied:
(i) A bounded in plane D is convex in the direction x2, and the boundary Γ is a Lyapunov curve;
(ii) a(x), f(x) are continuous functions;
(iii) α1(x1), α2(x1) belong to the Hölder class, and the function ϕ(x) satisfies condition (14).

Then expression (13) is regular.

4 Fredholm property of the problem

Now, taking into account boundary condition (2), together with the regular expression (13), we
obtain the following system of algebraic equations

α1(ξ1)u (ξ1, γ1(ξ1)) + α2(ξ1)u (ξ1, γ2(ξ1)) = ϕ(ξ1),

α1(ξ1)u (ξ1, γ1(ξ1))− α2(ξ1)u (ξ1, γ2(ξ1)) = i
π

∫ b1
a1

ϕ(x1)
x1−ξ1dx1 + α1(ξ1)<3 + α2(ξ1)<4.

(15)

From this it follows 
u (ξ1, γ1(ξ1)) = ϕ(ξ1)

2α1(ξ1) + i
2α1(ξ1)π

∫ b1
a1

ϕ(x1)
(x1−ξ1)dx1 + <3,

u (ξ1, γ2(ξ1)) = ϕ(ξ1)
2α2(ξ1) −

i
2α2(ξ1)π

∫ b1
a1

ϕ(x1)
(x1−ξ1)dx1 + <4.

(16)

If the conditions
αk(x1) 6= 0, k = 1, 2 (17)

are satisfied, then expressions (16) give a system of integral equations with a regular Fredholm kernel
of the second kind for the boundary values of the unknown function in problem (1), (2). This kernel
does not include the integral of the sought function over the domain D. Thus, we show that problem
(1), (2) has the Fredholm property.

Theorem 2. If the conditions of Theorem 1 and (17) are satisfied, then problem (1), (2) has the
Fredholm property.

5 Solution of the boundary value problem

If we solve the system of integral equations (15), then for the functions u (ξ1, γk(ξ1)), (k = 1, 2) we
obtain certain expressions depending on the expression∫

D

a(x)u(x)

x2 − γ2(ξ1) + i(x1 − ξ1)
dx.

By writing these expressions on the left side of the main relations (7), from the first component of the
main relation for the function u(x) we obtain a Fredholm-type integral equation of the second kind
with a regular kernel. Thus, we obtain a solution to problems (1), (2).

Conclusion

Firstly, for a first-order elliptic equation with variable coefficients whose main part is the Cauchy–
Riemann equation were written out the non-local boundary conditions (constructive) obtained by
means of stitching from the boundaries of a plane region bounded and convex in the direction x2 and
divided into two parts, provided that the Carleman’s condition on the boundary is satisfied.
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The main relation consisting of two parts is obtained, the first of which gives arbitrary solutions of
the equation and the second part gives the necessary conditions for ξ ∈ Γ that gives relation between
values of boundary conditions and the obtained solution.

For them, in the case of a partial differential equation, a a system of Fredholm integral equations
of the second type with a regular kernel is obtained.

For the first time, it proved for a partial differential equation that the solution of the considered
boundary problem can be obtained from the Green’s formula, and for the problem of an ordinary
differential equation from the Lagrange formula.
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Local boundary value problems for hyperbolic differential equations have been studied in considerable
detail. However, the mathematical modeling of a number of real-world processes leads to nonlocal boundary
value problems involving nonlinear hyperbolic differential equations, which remain poorly understood. In
this paper, we consider a system of hyperbolic equations defined by both point and integral boundary
conditions in a rectangular domain. To the best of our knowledge, such a problem is studied here for
the first time. We note that this formulation is quite general and encompasses several special cases. The
classical Goursat-Darboux problem-a problem with integral boundary conditions in which some boundary
conditions are specified as point conditions and others as integral conditions-is derived from this formulation
as a particular case. Under natural conditions on the initial data, the necessary conditions for the solvability
of a nonlocal boundary value problem are established. A corresponding Green‘s function for the boundary
value problem is constructed and the problem is reduced to an equivalent integral equation. Using the
principle of contracting Banach maps, conditions for the existence and uniqueness of a solution to the
boundary value problem are established. An example is given illustrating the validity of the obtained
results.

Keywords: non-local boundary value problems, integral and point boundary conditions, Goursat-Darboux
problem, system of hyperbolic equations, existence and uniqueness of solutions, unique solvability, Green‘s
function.
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Introduction

Recently, intensive research has been carried out on nonlocal boundary value problems for both
ordinary and partial differential equations. The significance of these problems was emphasized in [1].
If, instead of classical boundary conditions, algebraic relations are defined between the values of the
unknown function on the boundary and/or inside the domain, such a boundary value problem is
referred to as a nonlocal boundary value problem [2–4]. These algebraic relations can be expressed in
terms of pointwise values of the unknown function and/or its integral.

Non-local condition boundary value problems arise while constructing mathematical models of
processes that occur in atomic and nuclear physics, demography, heating processes and in other fields
of natural science. The papers [5, 6] study one-dimensional nonlinear hyperbolic equations given with
integral and multipoint boundary conditions. Sufficient conditions for the existence and uniqueness of
the problem are found.

In [7–9], a system of hyperbolic equations is investigated under two-point and integral boundary
conditions. The Green‘s function for the problem is constructed, the boundary value problem is reduced
to an equivalent integral equation, and sufficient conditions for the existence and uniqueness of the
solution are obtained.
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In [10–12], a nonlocal problem with integral conditions for a system of hyperbolic equations in a
rectangular domain is analyzed. The existence of a unique classical solution and the methods for its
construction are discussed.

Kozhanov A.I. and Pulkina L.S. investigated a multidimensional hyperbolic equation with integral
boundary conditions in [13].

In [14–16], a nonlocal boundary value problem with an integral condition for a system of hyper-
bolic equations was considered, and necessary and sufficient conditions for its well-posedness were
established.

Papers [17–19] study the existence and uniqueness of strong solutions using methods of functional
analysis.

Paper [20] analyzes an optimal control problem with integral boundary conditions.
In the present work, we consider a Goursat–Darboux system with pointwise and integral condition.

A necessary condition for the solvability of the problem is proved. The problem considered is reduced to
an equivalent equation by means of equivalent transformations. Sufficient conditions for the existence
and uniqueness of the solution are found by means of the Banach compressed mapping principle.

1 Problem statement

We consider a non-local problem with integral and pointwise boundary conditions for a Goursat–
Darboux system in the domain Q = [0, T ]× [0, l]:

ztx = f(t, x, z(t, x)), (1)

Az(0, x) +

T∫
0

n(t)z(t, x)dt = ϕ(x), x ∈ [0, l], (2)

Bz(t, 0) +

l∫
0

m(x)z(t, x)dx = ψ(t), t ∈ [0, T ]. (3)

Here, z(t, x) = col(z1(t, x), z2(t, x), . . . , zn(t, x)) is an unknown n-dimensional vector-function;
f : Q×Rn → Rn is a given function; ϕ(x), ψ(t) are functions that are differentiable on [0, T ], [0, l] re-
spectively. A,B ∈ Rn×n are the given matrices, n(t) and m(x) are n×n-dimensional matrix functions.

det

(
A+

T∫
0

n(t)dt

)
6= 0, det

(
B +

l∫
0

m(x)dx

)
6= 0. Furthermore, the matrices A,n(t) and B,m(x) are

pairwise commutative. So, A·B = B ·A,A·m(x) = m(x)·A,B ·n(t) = n(t)·B,m(x)·n(t) = n(t)·m(x).
Note that problem (1)–(3) is quite general. For example, if the matrices A and B are both zero, then

the problem reduces to one with pure integral conditions. When A = B = E and n(t) ≡ m(x) ≡ 0,
we obtain the classical Goursat–Darboux problem, and there are other variants.

2 Main results

In the paper, it is shown that for the solvability of problem (1)–(3) the compatability condition of
functions ϕ(x) and ψ(t) is satisfied.

Theorem 1. For the solvability of problem (1)–(3), it is necessary that the compatibility condition

Bϕ(0) +

l∫
0

m(x)ϕ(x)dx = Aψ(0) +

T∫
0

n(t)ψ(t)dt

is fulfilled.
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Proof. Let us find the solution of equation (1) as follows:

z(t, x) = a(t) + b(x) +

t∫
0

x∫
0

f(τ, s, z(τ, s))dτ ds, (4)

where the functions a(t) and b(x) are unknown differentiable functions and are determined in the
intervals [0, T ], [0, l], respectively. We require that the function determined by equality (4) satisfies
boundary conditions (2) and (3). Then, we obtain the relations

A [a(0) + b(x)] +

T∫
0

n(t)

a(t) + b(x) +

t∫
0

x∫
0

f(τ, s, z(τ, s))dτ ds

 dt

= Aa(0) +

T∫
0

n(t)a(t)dt+

A+

T∫
0

n(t)dt

 b(x)

+

T∫
0

n(t)

t∫
0

x∫
0

f(τ, s, z(τ, s))dτds dt = ϕ(x), x ∈ [0, l]. (5)

B [a(t) + b(0)] +

l∫
0

m(x)

a(t) + b(x) +

t∫
0

x∫
0

f(τ, s, z(τ, s))dτ ds

 dx

=

B +

l∫
0

m(x)dx

 a(t) +Bb(0) +

l∫
0

m(x)b(x)dx

+

l∫
0

m(x)

t∫
0

x∫
0

f(τ, s, z(τ, s))dτds dx = ψ(t), t ∈ [0, T ]. (6)

Applying conditions (3) to relation (5) and conditions (2) to relation (6), we obtain

B

Aa(0) + T∫
0

n(t)a(t)dt+

A+

T∫
0

n(t)dt

 b(0)



+

l∫
0

m(x)

Aa(0) + T∫
0

n(t)a(t)dt+

A+

T∫
0

n(t)dt

 b(x)

 dx

+

T∫
0

l∫
0

n(t)m(x)

t∫
0

x∫
0

f(τ, s, z(τ, s))dτ ds dt dx = Bϕ(0) +

l∫
0

m(x)ϕ(x)dx,

A

B +

l∫
0

m(x)dx

 a(0) +Bb(0) +

l∫
0

m(x)b(x)dx


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+

T∫
0

n(t)

B +

l∫
0

m(x)dx

 a(t) +

Bb(0) + l∫
0

m(x)b(x)dx

 dt

+

T∫
0

l∫
0

n(t)m(x)

t∫
0

x∫
0

f(τ, s, z(τ, s))dτ ds dt dx = Aψ(0) +

T∫
0

n(t)ψ(t)dt.

From this we obtainAa(0) + T∫
0

n(t)a(t)dt

B +

l∫
0

m(x)dx

+

A+

T∫
0

n(t)dt

Bb(0) + l∫
0

m(x)b(x)dx



+

T∫
0

l∫
0

n(t)m(x)

t∫
0

x∫
0

f(τ, s, z(τ, s))dτ ds dt dx = Bϕ(0) +

l∫
0

m(x)ϕ(x)dx,

Aa(0) + T∫
0

n(t)a(t)dt

B +

l∫
0

m(x)dx

+

Bb(0) + l∫
0

m(x)b(x)dx

A+

T∫
0

n(t)dt



+

T∫
0

l∫
0

n(t)m(x)

t∫
0

x∫
0

f(τ, s, z(τ, s))dτ ds dt dx = Aψ(0) +

T∫
0

n(t)ψ(t)dt.

The right hand side equality is obtained from the left-hand side equality.

In this paper, we construct the Green function for problem (1)–(3). We note that problem (1)–(3)
is reduced to an equivalent integral equation.

Theorem 2. The equivalent integral equation for the problem (1)–(3) is as follows

z(t, x) =

B +

l∫
0

m(x)dx

−1 ψ(t) +
A+

T∫
0

n(t)dt

−1 ϕ(x)

−

B +

l∫
0

m(x)dx

−1A+

T∫
0

n(t)dt

−1Bϕ(0) + l∫
0

m(x)ϕ(x)dx



+

T∫
0

l∫
0

G(t, x, τ, s)f(τ, s, z)dτ ds, (7)

where

G(t, x, τ, s) =

B +

l∫
0

m(x)dx

−1A+

T∫
0

n(t)dt

−1
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×



(
A+

τ∫
0

n (α) dα

)(
B +

s∫
0

m (β) dβ

)
, 0 ≤ τ ≤ t, 0 ≤ s ≤ x,

−
(
A+

τ∫
0

n (α) dα

)
l∫
s
m (β) dβ, 0 ≤ τ ≤ t, x < s ≤ l,

−
(
B +

s∫
0

m (β) dβ

)
T∫
τ
n (α) dα, t < τ ≤ T, 0 ≤ s ≤ x,

T∫
τ
n (α) dα

l∫
s
m (β) dβ, t < τ ≤ T, x < s ≤ l.

Proof. The unknown functions a(t) and b(x) can be considered as solutions to a system of linear
algebraic equations defined by equalities (5) or (6). This system is of the n-th order. The sought
functions a(t) and b(x) have dimension 2n. It is clear that this system has an infinite set of solutions.
We fix an arbitrary solution. Let

Aa(0) +

T∫
0

n(t)a(t)dt = 0

be an arbitrary solution.
Then, from equality (5), we find

b(x) =

A+

T∫
0

n(t)dt

−1 ϕ(x)−
A+

T∫
0

n(t)dt

−1 T∫
0

n(t)

t∫
0

x∫
0

f(τ, s, z(τ, s))dτ ds dt, (8)

b(0) =

A+

T∫
0

n(t)dt

−1 ϕ(0).
Taking the equalities b(x) and b(0) into account in equality (6), we getB +

l∫
0

m(x)dx

 a(t) +

A+

T∫
0

n(t)dt

−1Bϕ(0)

+

l∫
0

m(x)

A+

T∫
0

n(t)dt

−1 ϕ(x)dx− l∫
0

m(x)

A+

T∫
0

n(t)dt

−1

×
T∫
0

n(t)

t∫
0

x∫
0

f(τ, s, z(τ, s))dτ ds dt dx+

l∫
0

m(x)

t∫
0

x∫
0

f(τ, s, z(τ, s))dτ ds dx = ψ(t).

Hence,

a(t) =

B +

l∫
0

m(x)dx

−1 ψ(t)−
B +

l∫
0

m(x)dx

−1A+

T∫
0

n(t)dt

−1Bϕ(0)

−

B +

l∫
0

m(x)dx

−1A+

T∫
0

n(t)dt

−1 l∫
0

m(x)ϕ(x)dx
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+

B +

l∫
0

m(x)dx

−1A+

T∫
0

n(t)dt

−1 × l∫
0

T∫
0

m(x)n(t)

t∫
0

x∫
0

f(τ, s, z(τ, s))dτ ds dt dx

−

B +

l∫
0

m(x)dx

−1 l∫
0

m(x)

t∫
0

x∫
0

f(τ, s, z(τ, s))dτ ds dx. (9)

Taking into account equalities (8) and (9) obtained for functions b(x) and a(t) in equality (4), we
have

z(t, x) =

B +

l∫
0

m(x)dx

−1 ψ(t) +
A+

T∫
0

n(t)dt

−1 ϕ(x)
−

B +

l∫
0

m(x)dx

−1A+

T∫
0

n(t)dt

−1 Bϕ(0) + l∫
0

m(x)ϕ(x)dx



+

B +

l∫
0

m(x)dx

−1A+

T∫
0

n(t)dt

−1 l∫
0

T∫
0

m(x)n(t)

t∫
0

x∫
0

f(τ, s, z(τ, s))dτ ds dt dx

−

B +

l∫
0

m(x)dx

−1 l∫
0

m(x)

t∫
0

x∫
0

f(τ, s, z(τ, s))dτ ds dx

−

A+

T∫
0

n(t)dt

−1 T∫
0

n(t)

t∫
0

x∫
0

f(τ, s, z(τ, s))dτ ds dt+

t∫
0

x∫
0

f(τ, s, z(τ, s))dτ ds, (t, x) ∈ Q. (10)

We make the same transformations in equality (10) as follows

T∫
0

n(t)

t∫
0

x∫
0

f(τ, s, z(τ, s))dτ ds dt =

T∫
0

x∫
0

 T∫
t

n(τ)dτ

 f(t, s, z(t, s))dt ds,

l∫
0

m(x)

t∫
0

x∫
0

f(τ, s, z(τ, s))dτ ds dx =

l∫
0

t∫
0

 l∫
x

m(s)ds

 f(τ, x, z(τ, x))dτ dx,

l∫
0

T∫
0

m(x)n(t)

t∫
0

x∫
0

f(τ, s, z(τ, s))dτ ds dt dx =

T∫
0

l∫
0

 T∫
t

n(τ)dτ

l∫
x

m(s)ds

 f(t, x, z(t, x))dt dx.

Taking into account these expressions in equality (10), we can write

z(t, x) =

B +

l∫
0

m(x)dx

−1 ψ(t) +
A+

T∫
0

n(t)dt

−1 ϕ(x)

−

B +

l∫
0

m(x)dx

−1A+

T∫
0

n(t)dt

−1 Bϕ(0) + l∫
0

m(x)ϕ(x)dx


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+

B +

l∫
0

m(x)dx

−1A+

T∫
0

n(t)dt

−1 T∫
0

l∫
0

 T∫
t

n(τ)dτ

l∫
x

m(s)ds

 f(t, x, z(t, x))dt dx

−

B +

l∫
0

m(x)dx

−1 l∫
0

t∫
0

 l∫
x

m(s)ds

 f(τ, x, z(τ, x))dτ dx

−

A+

T∫
0

n(t)dt

−1 T∫
0

x∫
0

 T∫
t

n(τ)dτ

 f(t, s, z(t, s))dt ds

+

t∫
0

x∫
0

f(τ, s, z(τ, s))dτ ds, (t, x) ∈ Q. (11)

From equality (11) we obtain

z(t, x) =

B +

l∫
0

m(x)dx

−1 ψ(t) +
A+

T∫
0

n(t)dt

−1 ϕ(x)

−

B +

l∫
0

m(x)dx

−1A+

T∫
0

n(t)dt

−1Bϕ(0) + l∫
0

m(x)ϕ(x)dx



+

t∫
0

x∫
0

E −
A+

T∫
0

n(t)dt

−1 T∫
τ

n(α)dα−

B +

l∫
0

m(x)dx

−1 l∫
s

m(β)dβ

+

B +

l∫
0

m(x)dx

−1A+

T∫
0

n(t)dt

−1 T∫
τ

n(α)dα

l∫
s

m(β)dβ

 f(τ, s, z(τ, s))dτ ds

+

t∫
0

l∫
x


B +

l∫
0

m(x)dx

−1A+

T∫
0

n(t)dt

−1 T∫
τ

n(α)dα

l∫
s

m(β)dβ

−

B +

l∫
0

m(x)dx

−1 l∫
s

m(β)dβ

 f(τ, s, z(τ, s))dτ ds

+

T∫
t

x∫
0


B +

l∫
0

m(x)dx

−1A+

T∫
0

n(t)dt

−1 T∫
τ

n(α)dα

l∫
s

m(β)dβ

−

A+

T∫
0

n(t)dt

−1 T∫
τ

n(α)dα

 f(τ, s, z(τ, s))dτds
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+

T∫
t

l∫
x


B +

l∫
0

m(x)dx

−1A+

T∫
0

n(t)dt

−1 T∫
τ

n(α)dα

l∫
s

m(β)dβ


× f(τ, s, z(τ, s))dτds, (t, x) ∈ Q. (12)

Given equality (12), we can write:

E −

A+

T∫
0

n(t)dt

−1 T∫
τ

n(α)dα−

B +

l∫
0

m(x)dx

−1 l∫
s

m(β)dβ

+

B +

l∫
0

m(x)dx

−1A+

T∫
0

n(t)dt

−1 T∫
τ

n(α)dα

l∫
s

m(β)dβ

=

B +

l∫
0

m(x)dx

−1A+

T∫
0

n(t)dt

−1 ×
A+

τ∫
0

n(α)dα

B +

s∫
0

m(β)dβ

 ,

B +

l∫
0

m(x)dx

−1A+

T∫
0

n(t)dt

−1 T∫
τ

n(α)dα

l∫
s

m(β)dβ

−

B +

l∫
0

m(x)dx

−1 l∫
s

m(β)dβ

= −

B +

l∫
0

m(x)dx

−1A+

T∫
0

n(t)dt

−1 A+

τ∫
0

n(α)dα

 l∫
s

m(β)dβ

 ,
B +

l∫
0

m(x)dx

−1A+

T∫
0

n(t)dt

−1 T∫
τ

n(α)dα

l∫
s

m(β)dβ

−

A+

T∫
0

n(t)dt

−1 T∫
τ

n(α)dα

= −

B +

l∫
0

m(x)dx

−1A+

T∫
0

n(t)dt

−1 B +

s∫
0

m(β)dβ

 T∫
τ

n(α)dα

 .
As a result, we obtain equation (7)

z(t, x) =

B +

l∫
0

m(x)dx

−1 ψ(t) +
A+

T∫
0

n(t)dt

−1 ϕ(x)

−

B +

l∫
0

m(x)dx

−1A+

T∫
0

n(t)dt

−1 Bϕ(0) + l∫
0

m(x)ϕ(x)dx


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+

t∫
0

x∫
0

B +

l∫
0

m(x)dx

−1A+

T∫
0

n(t)dt

−1

×

A+

τ∫
0

n(α)dα

B +

s∫
0

m(β)dβ

 f(τ, s, z(τ, s))dτ ds

−
t∫

0

l∫
x

B +

l∫
0

m(x)dx

−1A+

T∫
0

n(t)dt

−1

×

A+

τ∫
0

n(α)dα

 l∫
s

m(β)dβ

 f(τ, s, z(τ, s))dτ ds
−

T∫
t

x∫
0

B +

l∫
0

m(x)dx

−1A+

T∫
0

n(t)dt

−1

×

B +

s∫
0

m(β)dβ

 T∫
τ

n(α)dα

 f(τ, s, z(τ, s))dτ ds
+

T∫
t

l∫
x

B +

l∫
0

m(x)dx

−1A+

T∫
0

n(t)dt

−1  T∫
τ

n(α)dα

l∫
s

m(β)dβ


× f(τ, s, z(τ, s))dτ ds, (t, x) ∈ Q. (13)

In this equality, having determined the matrix-function G(t, x, τ, s), we proved the first part of the
theorem. We now calculate the derivative of the function z(t, x) determined by equality (13) with
respect to t and x

ztx(t, x) =
∂2

∂t∂x


B +

l∫
0

m(x)dx

−1 ψ(t) +
A+

T∫
0

n(t)dt

−1 ϕ(x)

−

B +

l∫
0

m(x)dx

−1A+

T∫
0

n(t)dt

−1 Bϕ(0) + l∫
0

m(x)ϕ(x)dx




+
∂2

∂t∂x

 t∫
0

x∫
0

B +

l∫
0

m(x)dx

−1A+

T∫
0

n(t)dt

−1

×

A+

τ∫
0

n(α)dα

B +

s∫
0

m(β)dβ

 f(τ, s, z(τ, s))dτ ds



− ∂2

∂t∂x

 t∫
0

l∫
x

B +

l∫
0

m(x)dx

−1A+

T∫
0

n(t)dt

−1
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×

A+

τ∫
0

n(α)dα

 l∫
s

m(β)dβ

 f(τ, s, z(τ, s))dτ ds


− ∂2

∂t∂x

 T∫
t

x∫
0

B +

l∫
0

m(x)dx

−1A+

T∫
0

n(t)dt

−1

×

B +

s∫
0

m(β)dβ

 T∫
τ

n(α)dα

 f(τ, s, z(τ, s))dτds


+
∂2

∂t∂x

T∫
t

l∫
x

B +

l∫
0

m(x)dx

−1A+

T∫
0

n(t)dt

−1

×

 T∫
τ

n(α)dα

l∫
s

m(β)dβ

 f(τ, s, z(τ, s))dτ ds

=

B +

l∫
0

m(x)dx

−1A+

T∫
0

n(t)dt

−1 AB +B

t∫
0

n(α)dα+A

x∫
0

m(β)dβ

+

t∫
0

n(α)dα

x∫
0

m(β)dβ +A

l∫
x

m(β)dβ +

t∫
0

n(α)dα

l∫
x

m(β)dβ

+B

T∫
t

n(α)dα+

x∫
0

m(β)dβ

T∫
t

n(α)dα+

T∫
t

n(α)dα

l∫
x

m(β)dβ


×f(t, x, z(t, x)) = f(t, x, z(t, x)).

We now show that the function defined by equation (11) satisfies the non-local boundary conditions
(2) and (3), with

A


B +

l∫
0

m(x)dx

−1 ψ(0) +
A+

T∫
0

n(t)dt

−1 ϕ(x)

−

B +

l∫
0

m(x)dx

−1A+

T∫
0

n(t)dt

−1 Bϕ(0) + l∫
0

m(x)ϕ(x)dx



+

B +

l∫
0

m(x)dx

−1A+

T∫
0

n(t)dt

−1

×
T∫
0

l∫
0

 T∫
t

n(τ)dτ

l∫
x

m(s)ds

 f(t, x, z(t, x))dt dx
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−

A+

T∫
0

n(t)dt

−1 T∫
0

x∫
0

 T∫
t

n(τ)dτ

 f(t, s, z(t, s))dtds



+

T∫
0

n(t)


B +

l∫
0

m(x)dx

−1 ψ(t) +
A+

T∫
0

n(t)dt

−1 ϕ(x)

−

B +

l∫
0

m(x)dx

−1A+

T∫
0

n(t)dt

−1 Bϕ(0) + l∫
0

m(x)ϕ(x)dx



+

B +

l∫
0

m(x)dx

−1A+

T∫
0

n(t)dt

−1

×
T∫
0

l∫
0

 T∫
τ

n(τ)dτ

l∫
x

m(s)ds

 f(t, x, z(t, x))dt dx

−

B +

l∫
0

m(x)dx

−1 l∫
0

t∫
0

 l∫
x

m(s)ds

 f(τ, x, z(τ, x))dτ dx

−

A+

T∫
0

n(t)dt

−1 T∫
0

x∫
0

 T∫
t

n(τ)dτ

 f(t, s, z(t, s))dtds + t∫
0

x∫
0

f(τ, s, z(τ, s))dτ ds

 dt

=

B +

l∫
0

m(x)dx

−1 Aψ(0) + T∫
0

n(t)ψ(t)dt



−

B +

l∫
0

m(x)dx

−1A+

T∫
0

n(t)dt

−1Bϕ(0)
A+

T∫
0

n(t)dt



+

A+

T∫
0

n(t)dt

−1 ϕ(x)
A+

T∫
0

n(t)dt

−
A+

T∫
0

n(t)dt

−1

×

A+

T∫
0

n(t)dt

 T∫
0

x∫
0

 T∫
t

n(τ)dτ

 f(t, s, z(t, s))dt ds

−

B +

l∫
0

m(x)dx

−1A+

T∫
0

n(t)dt

−1A+

T∫
0

n(t)dt



×
l∫

0

m(x)ϕ(x)dx+

B +

l∫
0

m(x)dx

−1A+

T∫
0

n(t)dt

−1
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×

A+

T∫
0

n(t)dt

 T∫
0

l∫
0

 T∫
t

n(τ)dτ

l∫
x

m(s)ds

 f(t, x, z(t, x))dt dx

−

B +

l∫
0

m(x)dx

−1 T∫
0

n(t)

l∫
0

t∫
0

 l∫
x

m(s)ds

 f(τ, x, z(τ, x))dτ dx dt

+

T∫
0

x∫
0

 T∫
t

n(τ)dτ

 f(t, s, z(t, s))dtds

=

B +

l∫
0

m(x)dx

−1 Aψ(0) + T∫
0

n(t)ψ(t)dt

−
B +

l∫
0

m(x)dx

−1Bϕ(0) + ϕ(x)

−
T∫
0

x∫
0

 T∫
t

n(τ)dτ

 f(t, s, z(t, s))dt ds

−

B +

l∫
0

m(x)dx

−1 l∫
0

m(x)ϕ(x)dx+

B +

l∫
0

m(x)dx

−1

×
T∫
0

l∫
0

 T∫
t

n(τ)dτ

l∫
x

m(s)ds

 f(t, x, z(t, x))dtdx

−

B +

l∫
0

m(x)dx

−1 T∫
0

n(t)

l∫
0

t∫
0

 l∫
x

m(s)ds

 f(τ, x, z(τ, x))dτ dx dt

+

T∫
0

x∫
0

 T∫
t

n(τ)dτ

 f(t, s, z(t, s))dtds

=

B +

l∫
0

m(x)dx

−1 Aψ(0) + T∫
0

n(t)ψ(t)dt

−
Bϕ(0) + l∫

0

m(x)ϕ(x)dx


+ϕ(x) = ϕ(x).

In a similar way, we can show that the point-wise and integral boundary condition

Bz(t, 0) +

l∫
0

m(x)z(t, x)dx = ψ(t), t ∈ [0, T ]

is satisfied.
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3 Existence and uniqueness

It is seen from the proved theorem that problem (1)–(3) is equivalent to the integral equation

z(t, x) =

B +

l∫
0

m(x)dx

−1 ψ(t) +
A+

T∫
0

n(t)dt

−1 ϕ(x)

−

B +

l∫
0

m(x)dx

−1A+

T∫
0

n(t)dt

−1 Bϕ(0) + l∫
0

m(x)ϕ(x)dx



+

T∫
0

l∫
0

G(t, x, τ, s)f(τ, s, z)dτ ds. (14)

In order to prove the existence and uniqueness of the solution to problem (1)–(3) we determine the
operator P : C (Q;Rn)→ C (Q;Rn) as follows:

(Pz)(t, x) =

B +

l∫
0

m(x)dx

−1 ψ(t) +
A+

T∫
0

n(t)dt

−1 ϕ(x)

−

B +

l∫
0

m(x)dx

−1A+

T∫
0

n(t)dt

−1Bϕ(0) + l∫
0

m(x)ϕ(x)dx



+

T∫
0

l∫
0

G(t, x, τ, s)f(τ, s, z)dτ ds.

It is known that solving problem (1)–(3) or integral equation (14) is equivalent to finding the fixed
point of the operator P . In other words, problem (1)–(3) has a solution if and only if the operator P
has a fixed point.

Theorem 3. Assume that the following conditions hold:

|f(t, x, z2)− f(t, x, z1)| ≤M |z2 − z1| , ∀ (t, x) ∈ Q, z1, z2 ∈ Rn, M ≥ 0 (15)

and
L = lTSM < 1, (16)

where
S = max

Q×Q
‖G(t, x, τ, s)‖.

Then, problem (1)–(3) has a unique solution in Q.

Proof. Denote

N = max
Q

∣∣∣∣∣∣∣
B +

l∫
0

m(x)dx

−1 ψ(t) +
A+

T∫
0

n(t)dt

−1 ϕ(x)
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−

B +

l∫
0

m(x)dx

−1A+

T∫
0

n(t)dt

−1Bϕ(0) + l∫
0

m(x)ϕ(x)dx


∣∣∣∣∣∣∣ ,

max
(t,x)∈Q

|f(t, x, 0)| =Mf

and choose r ≥ N+MfTS
1−L . We show that the relation PBr ⊂ Br holds, where

Br = {x ∈ C(Q,Rn) : ‖z‖ ≤ r} .

For arbitrary z ∈ Br, we have

‖Pz(t, x)‖ ≤ N +

T∫
0

l∫
0

|G(t, x, τ, s)| (|f(τ, s, z(τ, s)− f(τ, s, 0)|+ |f(τ, s, 0)|) dτ ds

≤ N + S

T∫
0

l∫
0

(M |z|+Mf ) dt dx ≤ N + SMrT l +MfT lS ≤
N +MfTS

1− L
≤ r.

On the other hand, from condition (15) we obtain that for arbitrary z1, z2 ∈ Br the relation

|Pz2 − Pz1| ≤
T∫
0

l∫
0

|G(t, x, τ, s)| (|f(τ, s, z2(τ, s)− f(τ, s, z1(τ, s)|)

≤ S
T∫
o

l∫
0

M |z2(t, x)− z1(t, x)|dtdx ≤MSTlmax
Q
|z2(t, x)− z1(t, x)| ≤MSTl‖z2 − z1‖

holds. Hence, we obtain
‖Pz2 − Pz1‖ ≤ L‖z2 − z1‖.

Taking condition (16) into account we obtain that the operator P is compressive. So, problem
(1)–(3) has a unique solution.

4 Application of the obtained results

To illustrate the obtained results, let us consider the system of hyperbolic equations{
z1tx(t, x) = 0.1 cos z2(t, x),

z2tx(t, x) =
|z1(t,x)|

10(1+|z1(t,x)|) ,
(t, x) ∈ [0, 1]× [0, 1]. (17)

Assume that the following boundary conditions are satisfied 2z1(0, x) +
1∫
0

tz1(t, x)dt = x2,

z2(0, x) = 1,

x ∈ [0, 1]. (18)

 2z1(0, x) +
1∫
0

xz1(t, x)dt = t2,

z2(t, 0) = 1,

t ∈ [0, 1]. (19)
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Make the following notation:

A = B =

(
2 0
0 1

)
, n(t) =

(
t 0
0 0

)
, m(x) =

(
x 0
0 0

)
,

ϕ(x) =

(
x2

1

)
, ψ(t) =

(
t2

1

)
.

Then, conditions (18), (19) can be written as follows:

(
2 0
0 1

)(
z1(0, x)
z2(0, x)

)
+

1∫
0

(
t 0
0 0

)(
z1(t, x)
z2(t, x)

)
dt =

(
x2

1

)
, x ∈ [0, 1].

(
2 0
0 1

)(
z1(t, 0)
z2(t, 0)

)
+

1∫
0

(
x 0
0 0

)(
z1(t, x)
z2(t, x)

)
dx =

(
t2

1

)
, t ∈ [0, 1].

A+

1∫
0

n(t)dt =

(
2.5 0
0 1

)
, B +

1∫
0

m(x)dx =

(
2.5 0
0 1

)
,

B +

l∫
0

m(x)dx

−1 =
A+

T∫
0

n(t)dt

−1 = ( 0.4 0
0 1

)
.

Taking them into account:

G(t, x, τ, s) =



(
0.16

(
2 + τ2

2

)(
2 + s2

2

)
0

0 1

)
, 0 ≤ τ ≤ t, 0 ≤ s ≤ x,

−

(
0.16

(
2 + τ2

2

)
s2

2 0

0 0

)
, 0 ≤ τ ≤ t, x < s ≤ 1,

−

(
0.16 τ

2

2

(
2 + s2

2

)
, 0

0 0

)
, t ≤ τ ≤ 1, 0 < s ≤ x,(

0.16 τ
2

2 ·
s2

2 0
0 0

)
, t ≤ τ ≤ 1, x < s ≤ 1.

Let us estimate the main parameters of the boundary value problem (17)–(19). We have that the
following estimate holds for the norm of the Green function max ‖G (t, x, τ, s) ‖ ≤ 1; the Lipschitz
constant M = 0.1, and the compression parameter L = 1 · 1 · 0.1 · 1 = 0.1 < 1. So, all the conditions of
Theorem 3 are fulfilled and the boundary value problem (17)–(19) has a unique solution.

Conclusion

The present work studied a system of hyperbolic equations with non-local condition. Boundary
conditions are rather general. In the special case, it contains the classical Goursat–Darboux problem,
“pure” integral conditions, a boundary value problem whose part of the conditions is pointwise, the
other part is in integral form, and other cases.
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This paper explores new analogues of the Leibniz rule for Hadamard and Caputo–Hadamard fractional
derivatives. Unlike classical derivatives, fractional ones have a strong nonlocal character, meaning that
the value of the derivative at a given point depends on the entire history of the function. Because of this
nonlocality, the standard product rule cannot be directly applied. The study develops refined formulas for
differentiating the product of two functions, which include additional integral terms representing memory
effects inherent to fractional calculus. The paper also establishes a series of inequalities that make it possible
to estimate the fractional derivatives of nonlinear expressions, such as powers of a function, through the
derivative of the function itself. In particular, it is shown that a specific inequality holds for positive functions
that relates the fractional derivative of the function power to the function product and its fractional
derivative. These theoretical results are of great importance for the study of linear and nonlinear fractional
diffusion equations. They provide useful tools for proving the existence, uniqueness, and stability of their
solutions and for deriving a priori estimates that describe the qualitative behavior of such systems.

Keywords: linear and nonlinear diffusion equation, Hadamard-type time fractional derivative, Hadamard
time fractional derivative, Mittag-Leffler function, a priori estimates, Leibniz rule, porous medium equation,
Gronwall inequality.
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Introduction

In the theory of differential calculus, the Leibniz’s rule is one of the most important rules. Leibniz’s
rule states that: for two differentiable functions u(x) and v(x), the derivative of their product u(x)v(x)
is given by

d

dx
(u(x)v(x)) = u′(x)v(x) + u(x)v′(x). (1)

The Leibniz’s rule is applied to many problems in PDEs, including a priori estimates for solutions to
linear and nonlinear parabolic problems.

However, in the case of fractional derivatives, it is not possible to obtain a simple expression
analogous to (1). Tarasov [1] demonstrated that the formula

Dα(u(x)v(x)) = Dαu(x)v(x) + u(x)Dαv(x)

α is an integer. This limitation arises from the inherently nonlocal nature of fractional derivatives.
Nevertheless, various analogues of the classical The Leibniz rule for fractional derivatives have been
deve-loped in the literature. In particular, the foundations of fractional calculus and the main properties
of fractional operators, including Hadamard-type derivatives, were systematically presented in the

This research was funded by the Science Committee of the Ministry of Science and Higher Education of the Republic
of Kazakhstan (Grant No. AP19175678).
Received: 26 June 2025; Accepted: 25 September 2025.
c© 2025 The Authors. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/)

180 Bulletin of the Karaganda University



An analogue of Leibniz’s rule ...

monographs [2–4]. Further generalizations of the Leibniz formula for fractional derivatives of different
types were obtained in [5–8], where both analytical and operator approaches were discussed. The
results concerning fractional diffusion equations and applications of fractional Leibniz-type rules to
boundary and initial value problems can be found in [9–11]. For example, in [9] Alsaedi, Ahmad and
Kirane obtained an analogue of the Leibniz’s rule in the following form:

Dα(uv)(t) = u(t)Dαv(t) + v(t)Dαu(t)

− u(t)v(t)

Γ(1− α)tα
− α

Γ(1− α)

∫ t

0

(u(s)− u(t))(v(s)− v(t))

(t− s)1+α ds,

where Dα is the Riemann-Liouville fractional derivative of order α ∈ (0, 1):

Dαu(t) =
1

(Γ(1− α)

d

dt

∫ t

0
(t− s)−αu(s)ds.

Later in [10], Cuesta et al. extended this formula to the Riemann-Liouville fractional derivative of
variable order α(t) ∈ (0, 1), t > 0. This makes fractional calculus particularly relevant in fields such
as physics, biology, materials science, and economics, where traditional approaches are insufficient to
describe real-world phenomena. The application of fractional models in continuum mechanics and
physical systems was discussed in [12, 13], while the classical foundations of fractional calculus were
established in [14, 15]. Further developments related to anomalous diffusion processes and boundary
value problems in mathematical physics were presented in [16,17].

In recent years, there has been a growing interest in the study of both linear and nonlinear differ-
ential equations involving Hadamard and Hadamard-type fractional derivatives. Fundamental results
on the theory and applications of such derivatives can be found in [15,18,19]. Theoretical and numer-
ical studies addressing the well-posedness, regularity, and stability of related equations are provided
in [20–22]. Moreover, generalized forms of the Leibniz-type rule for Hadamard fractional operators
and their applications to extremum principles have been explored in [23–25]. In [24], it was proved
that the Hadamard multi-index fractional diffusion problem has at most one classical solution, and
this solution depends continuously on its initial boundary conditions. In [25], Kirane and Torebek
obtained new estimates for the fractional Hadamard derivatives of a function at its extreme points,
and using the extremum principle, showed that linear and nonlinear fractional diffusion equations with
initial-boundary conditions have at most one classical solution, and this solution continuously depends
on the initial and boundary conditions. For Hadamard fractional differential equations with initial
boundary conditions involving a fractional Laplace operator, Wang, Ren, and Baleanu [24] applied the
maximum principle and obtained certain existence and uniqueness results.

In [26], the authors have given a small generalization of the Gronwall inequality, which they used
to study a solution to a generalized Cauchy-type problem with a Hilfer–Hadamard-type fractional
derivative. The Leibniz’s rule for fractional derivatives of constant order was introduced in [9] as an
extension of the classical product rule for integer-order derivatives. This differentiation rule (as well
as other fractional rules found in the literature) includes additional terms that account for the non-
local nature of fractional derivatives, particularly in the case of fractional derivatives of variable order
(FDVO). The authors present a contemporary proof of the maximum principle applicable to the linear
and nonlinear Riemann–Liouville fractional diffusion equations using the following inequality, for any
integer p ≥ 2 and u ≥ 0

Dα
a+,tu

p ≤ pup−1Dα
a+,tu,

{
for p even,
for p odd whenever.

(2)

In [10], the authors further advance this concept by extending this property to fractional derivatives
with a variable order α(t). They derive a Leibniz inequality and an integration by parts formula. They
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also studied an initial value problem with their time variable order fractional derivative and present a
regularity result for it, and study its on the asymptotic behavior.

Motivated by the neet to explore in the context of Hadamard derivatives, we embarked on an inves-
tigation of the Leibniz inequality for both linear and nonlinear diffusion equations. After establishing
inequality (2) for Hadamard and Hadamard-type fractional derivatives using the Gronwall inequality,
we explored a priori decay estimates for the solutions.

Our main results are given in the following form:

Lemma 1. Let u, v satisfy the following condition

u ∈ AC[a, T ] and v ∈ AC[a, T ], 0 < α ≤ 1.

Then, the following holds true

Dα
a+,t[uv](t) = u(t)Dα

a+,tv(t) + v(t)Dα
a+,tu(t)

− u(t)v(t)

Γ(1− α)
(
log t

a

)α − α

Γ(1− α)

∫ t

a

(u(s)− u(t))(v(s)− v(t))

s
(
log t

s

)1+α ds.

This leads to the following cases.

Corollary 1. If u and v have the same signs, then

Dα
a+,t(uv)(t) ≤ u(t)Dα

a+,tv(t) + v(t)Dα
a+,tu(t). (3)

Let u ∈ AC[a, T ] and 0 < α ≤ 1. Applying u = v in inequality (3), we get the following statement

2u(t)Dα
a+,tu(t) ≥ Dα

a+,tu
2(t). (4)

Then
Dα
a+,tu

p ≤ pup−1Dα
a+,tu, (5)

where p ≥ 2 and u ≥ 0. Using mathematical induction we can prove inequality (5).

Lemma 2. Let u, v satisfy the following condition

u ∈ AC[a, T ] and v ∈ AC[a, T ], 0 < α ≤ 1.

Then, the following holds true

C
HD

α
a+,t[uv](t) = u(t)CHD

α
a+,tv(t) + v(t)CHD

α
a+,tu(t)

− (u(a)− u(t))(v(a)− v(t))

Γ(1− α)
(
log t

a

)α
− α

Γ(1− α)

∫ t

a

(u(s)− u(t))(v(s)− v(t))

s
(
log t

s

)1+α ds.

This leads to the following cases.

Corollary 2. If u and v have the same signs, then

C
HD

α
a+,t(uv)(t) ≤ u(t)CHD

α
a+,tv(t) + v(t)CHD

α
a+,tu(t). (6)

Then
C
HD

α
a+,tu

p ≤ pup−1C
HD

α
a+,tu, (7)

where p ≥ 2 and u ≥ 0. Applying mathematical induction we can prove inequality (7).
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1 Preliminaries

1.1 The weighted space of continuous functions space

Let us consider the weighted space of continuous functions denoted by Cγ,log[a, b], where 0 ≤ γ < 1.
A function f : (a, b]→ R belongs to this space if the function

(
log t

a

)γ
f(t) can be continuously extended

to the closed interval [a, b]. More precisely,

Cγ,log[a, b] =

{
f : (a, b]→ R

∣∣∣ (log
t

a

)γ
f(t) ∈ C[a, b]

}
.

The norm associated with this space is given by

‖f‖Cγ,log[a,b] =

∥∥∥∥(log
t

a

)γ
f(t)

∥∥∥∥
C[a,b]

.

It is worth noting that for γ = 0, this space reduces to the classical space of continuous functions, i.e.,
C0,log[a, b] = C[a, b].

For any positive integer n, we work within the Banach space Cnδ,γ [a, b] of functions possessing conti-
nuous δ-derivatives up to order n − 1 on [a, b], and a δn-derivative on (a, b] such that
δnf ∈ Cγ,log[a, b]. The dilation operator is defined as δ = t ddt . Functions in this space satisfy the
norm condition

‖f‖Cnδ,γ =

n−1∑
k=0

‖δkf‖C[a,b] + ‖δnf‖Cγ,log[a,b] <∞.

In the special case of n = 0, the space C0
δ,γ [a, b] coincides with Cγ,log[a, b].

Additionally, we make use of the space ACnδ [a, b], which consists of functions f : [a, b]→ C for which
the (n − 1)-th δ-derivative, δn−1f , belongs to the space of absolutely continuous functions AC[a, b].
Explicitly,

ACnδ [a, b] =
{
f : [a, b]→ C

∣∣∣ δn−1f ∈ AC[a, b]
}
.

It is evident that AC1
δ [a, b] coincides with AC[a, b].

These functional spaces and operators provide a natural framework for analyzing differential equa-
tions involving weighted logarithmic behaviors and dilation-invariant properties, which are especially
relevant in the study of nonlocal models and fractional dynamics (see more details [4, 17] and links
therein).

Definition 1. [4, p. 110] Let f ∈ L1
loc([a, b]). The Hadamard fractional integral Iαa+,t of order

α ∈ (0, 1) (a > 0) is defined as

Iαa+,tf (t) =
1

Γ (α)

t∫
a

(
log

t

s

)α−1

f (s)
ds

s
.

Definition 2. [4, p. 111] Let a > 0 and f ∈W 1
2 ([a, b]) . The Hadamard fractional derivative of order

α ∈ (0, 1) is defined by

Dα
a+,tf (t) = t

d

dt
I1−α
a+,tf (t) = t

d

dt

1

Γ (1− α)

t∫
a

(
log

t

s

)−α
f (s)

ds

s
.
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Property 1. [4, p. 116] Let 0 < α < 1 and 0 < a, b < ∞. If f ∈ Cµ,log[a, b] (0 ≤ µ < 1) and
I1−α
a+,tf ∈ C1

δ,µ[a, b], then

(
Iαa+,tD

α
a+,tf

)
(t) = f(t)−

(
I1−α
a+,tf

)
(a)

Γ(α)

(
log

t

a

)α−1

, t ∈ [a, b]

holds at any point t ∈ (a, b].

Definition 3. [4, p. 115] The Hadamard-type fractional derivative of order α ∈ (0, 1) with a > 0,
then for f(t) ∈ AC[a, b]

C
HD

α
a+,tf(t) =

1

Γ(1− α)

∫ t

a

(
log

t

s

)−α
f ′(s)ds.

Alternatively, for u ∈ C1[a, t] an equivalent representation is

C
HD

α
a+,tu(t) =

t

Γ(1− α)

d

dt

∫ t

a

u(s)− u(t)

s log(t/s)α
ds

Definition 4. [4, p. 42] The Mittag-Leffler function with two parameters is represented as

Eα,β(z) :=
∞∑
k=0

zk

Γ(αk + β)
, (z, β ∈ C, <(α) > 0).

Lemma 3. [26, Lemma 3.1] Let α > 0, u(t), v(t) be nonnegative functions and locally integrable
on 0 < a ≤ t < T ≤ ∞, and M(t) is a nonnegative, nondecreasing continuous function defined on
0 < a ≤ t < T ≤ ∞,M(t) ≤ m (constant)

u(t) ≤ v(t) +M(t)

∫ t

a

(
log

t

s

)α−1

u(s)
ds

s
,

then

u(t) ≤ v(t) +

∫ t

a

[ ∞∑
k=1

(M(t)Γ(α))k

Γ(kα)

(
log

t

s

)kα−1 v(s)

s

]
ds.

Lemma 4. Let a nonnegative absolutely continuous function y(t) satisfy the inequality

∂αa,ty(t) ≤ θy(t) + µ(t), 0 < α ≤ 1

for almost all t in [a, T ], where θ > 0 and µ(t) is an integrable nonnegative function on [a, T ]. Then

y(t) ≤ y(a)Eα,1

(
θ

(
log

t

a

)α)
+ Γ(α)Eα,α

(
θ

(
log

t

a

)α)
∂−αa,t µ(t),

where the function Eα,β(z) is the Mittag-Leffler function.

Remark 1. The case α = 1 of Lemma 4 is studied in [17, p. 152].

Proof. Let ∂αa,ty(t)− θy(t) = g(t), then

y(t) = y(a)Eα,1

(
θ

(
log

t

a

)α)
+

∫ t

a

(
log

t

τ

)α−1

Eα,α

(
θ

(
log

t

τ

)α) g(τ)

τ
dτ.
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By virtue of the inequality g(t) ≤ µ(t), the positivity of the Mittag-Leffler function Eα,α
(
θ
(
log t

τ

)α)
for given parameters, and the growth of the function Eα,α(t), from [26], we obtain

y(t) ≤ y(a)Eα,1

(
θ

(
log

t

a

)α)
+

∫ t

a

(
log

t

τ

)α−1

Eα,α

(
θ

(
log

t

τ

)α) µ(τ)

τ
dτ

≤ y(a)Eα,1

(
θ

(
log

t

a

)α)
+ Γ(α)Eα,α

(
θ

(
log

t

a

)α)
∂−αa,t µ(t),

which completes the proof.

1.2 The proof of the main results

In this subsection, we give a detailed proof of our main results.

The proof of Lemma 1. In view of the expression

u(s)v(s) = (u(s)− u(t))(v(s)− v(t)) + u(t)v(s) + u(s)v(t)− u(t)v(t)

and the Definition 2

Dα
a+,t[uv](t) =

t

Γ(1− α)
lim
ε→0

1

ε

[ ∫ t+ε

a

u(s)v(s)

s
(
log t+ε

s

)αds− ∫ t

a

u(s)v(s)

s
(
log t

s

)αds],
we arrive at

Dα
a+,t[uv](t) =

t

Γ(1− α)
lim
ε→0

1

ε

[
(I1(ε)− I1(0)) + u(t) (I2(ε)− I2(0))

+ v(t) (I3(ε)− I3(0))− u(t)v(t) (I4(ε)− I4(0))

]
,

(8)

with

I1(ε) =

∫ t+ε

a

(u(s)− u(t))(v(s)− v(t))

s
(
log t+ε

s

)α ds, I2(ε) =

∫ t+ε

a

v(s)

s
(
log t+ε

s

)αds,
I3(ε) =

∫ t+ε

a

u(s)

s
(
log t+ε

s

)αds, I4(ε) =

∫ t+ε

a

1

s
(
log t+ε

s

)αds.
Hence, u(t) (I2(ε)− I2(0)) and v(t) (I3(ε)− I3(0)) are standard Hadamard derivatives, then

tu(t)

Γ(1− α)
lim
ε→0

1

ε

[∫ t+ε

a

v(s)

s
(
log t+ε

s

)αds− ∫ t

a

v(s)

s
(
log t

s

)αds
]

= u(t)Dα
a+,tv(t),

tv(t)

Γ(1− α)
lim
ε→0

1

ε

[∫ t+ε

a

u(s)

s
(
log t+ε

s

)αds− ∫ t

a

u(s)

s
(
log t

s

)αds
]

= v(t)Dα
a+,tu(t).

Similarly, for the last term we have

u(t)v(t) (I4(ε)− I4(0)) =
tu(t)v(t)

Γ(1− α)
lim
ε→0

1

ε

[∫ t+ε

a

1

s
(
log t+ε

s

)αds− ∫ t

a

1

s
(
log t

s

)αds
]

=
tu(t)v(t)

Γ(1− α)
· d
dt

∫ t

a

1

s
(
log t

s

)αds
=

u(t)v(t)

Γ(1− α)
(
log t

a

)α .
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Now for the most complex term, we apply differentiation under the integral and use integration by
parts, which gives

t

Γ(1− α)
lim
ε→0

1

ε

[∫ t+ε

a

(u(s)− u(t))(v(s)− v(t))

s
(
log t+ε

s

)α ds−
∫ t

a

(u(s)− u(t))(v(s)− v(t))

s
(
log t

s

)α ds

]

= − α

Γ(1− α)

∫ t

a

(u(s)− u(t))(v(s)− v(t))

s
(
log t

s

)1+α ds.

The combination of integrals in (8) completes the proof.

The proof of Lemma 2. Similar to the previous Lemma, we now use the decomposition

u(s)v(s)− u(t)v(t) = (u(s)− u(t))(v(s)− v(t)) + u(t)(v(s)− v(t)) + v(t)(u(s)− u(t)).

Then taking into account Definition 3, we obtain

C
HD

α
a+,t[uv](t) = J1 + J2 + J3,

where

J1 =
t

Γ(1− α)

d

dt

∫ t

a

(u(s)− u(t))(v(s)− v(t))

s
(
log t

s

)α ds,

J2 = u(t) · t

Γ(1− α)

d

dt

∫ t

a

v(s)− v(t)

s
(
log t

s

)α ds,
J3 = v(t) · t

Γ(1− α)

d

dt

∫ t

a

u(s)− u(t)

s
(
log t

s

)α ds.

From the Caputo–Hadamard derivative definition

C
HD

α
a+,tv(t) =

t

Γ(1− α)

d

dt

∫ t

a

v(s)− v(t)

s
(
log t

s

)α ds,
this yields

J2 = u(t) · CHDα
a+,tv(t),

J3 = v(t) · CHDα
a+,tu(t).

We now calculate

J1 =
t

Γ(1− α)

d

dt

∫ t

a

(u(s)− u(t))(v(s)− v(t))

s
(
log t

s

)α ds.

This term is nonlocal, and it was shown earlier that

t

Γ(1− α)

d

dt

∫ t

a

(u(s)− u(t))(v(s)− v(t))

s
(
log t

s

)α ds

= −(u(a)− u(t))(v(a)− v(t))

Γ(1− α)
(
log t

a

)α − α

Γ(1− α)

∫ t

a

(u(s)− u(t))(v(s)− v(t))

s
(
log t

s

)α+1 ds.

Finally, combining the integrals, we complete our proof.
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2 Applications

In this section, due to the obtained results we explored a-priori estimates of the solutions.

2.1 Time-fractional diffusion equations

Let us consider the following time-fractional diffusion equation

Dα
a+,tu = b(t)∆xu+ c(t, x)u+ f(t, x), (t, x) ∈ (a, T ]× Ω := Q, (9)

where Ω ⊂ RN is a bounded domain with regular boundary ∂Ω, and the Dirichlet boundary condition

u(t, x) = 0, t > a, x ∈ ∂Ω (10)

or the Neumann boundary condition

∂u

∂η
= 0, t > a, x ∈ ∂Ω, (11)

where η is the outward normal and the initial condition is

lim
t→a

Γ(α)

(
log

t

a

)1−α
u(a, x) = u0(x). (12)

Here
(A) b(t) is a nonnegative continuous function;
(B) ||c(t, x)||C(([a,T );L2(Ω)) = d;
(C) ||f(t, x)||C(([a,T );L2(Ω)) = h.

Theorem 1. Let u0 ∈ L2(Ω) and statements (A), (B), (C) hold true. If u satisfies (9)–(12) for every
t ∈ (a, T ], then

||u||C1−α,log((a,T ];L2(Ω)) ≤ K1(T ) ||u0||L2(Ω) +K2(T ) ||f ||C((a,T ];L2(Ω)) ,

where

K1(T ) =

[
1

Γ(α)
+ (2d+ 1)

(
log

T

a

)α
Eα,2α

(
(2d+ 1)

(
log

T

a

)α)]
and

K2(T ) =

(
log

T

a

)[
1

Γ(α+ 1)
+ (2d+ 1)

(
log

T

a

)α
Eα,2α+1

(
(2d+ 1)

(
log

T

a

)α)]
.

Proof. Multiplying (9) by u and integrating over Ω, we get∫
Ω

(Dα
a+,tu)udx = b(t)

∫
Ω

(∆xu)udx+

∫
Ω
c(t, x)u2dx+

∫
Ω
f(t, x)udx.

We begin by integrating by parts and then apply (4) together with Holder’s inequality to get

1

2
Dα
a+,t

∫
Ω
u2dx ≤ b(t)

∫
∂Ω
u
∂u

∂n
dσ − b(t)

∫
Ω
∇u∇udx

+

∫
Ω
c(t, x)u2dx+

(∫
Ω
|f(t, x)|2dx

) 1
2
(∫

Ω
|u|2dx

) 1
2

.
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Taking into account (B) and using −b(t)
∫

Ω
∇u∇udx ≤ 0, we have

Dα
a+,t

∫
Ω
u2dx ≤ 2d

∫
Ω
u2dx+ 2

(∫
Ω
|f(t, x)|2dx

) 1
2
(∫

Ω
|u|2dx

) 1
2

.

At this stage, applying Young’s inequality to the last term of the previous inequality, we deduce that

Dα
a+,t

∫
Ω
u2dx ≤ (2d+ 1)

∫
Ω
u2dx+

∫
Ω
|f(t, x)|2dx. (13)

Let us define y(t) = ||u(t, ·)||2L2(Ω) and taking into account (C) in (13), we get the time-fractional
differential inequality

Dα
a+,ty(t) ≤ (2d+ 1) y(t) + h. (14)

Applying the integral Iαa+,t to both sides of the inequality (14) and using the Property 1, we obtain

y(t) ≤
(
I1−α
a+,ty

)
(a)

Γ(α)

(
log

t

a

)α−1

+
1

Γ(α)

∫ t

a

(
log

t

s

)α−1

[(2d+ 1)y(s) + h]
ds

s

=
2d+ 1

Γ(α)

∫ t

a

(
log

t

s

)α−1

y(s)
ds

s

+

(
I1−α
a+,ty

)
(a)

Γ(α)

(
log

t

a

)α−1

+
h

Γ(1 + α)

(
log

t

a

)α
︸ ︷︷ ︸

g(t)

.

Using Lemma 3 to the last estimate, it yields

y(t) ≤ g(t) +

∫ t

a

[ ∞∑
k=1

(2d+ 1)k

Γ(kα)

(
log

t

a

)kα−1 g(s)

s

]
ds

j=k+1
≤ (2d+ 1)

∫ t

a

[
Eα,α

(
(2d+ 1)

(
log

t

s

)α)(
log

t

s

)α−1 g(s)

s

]
ds.

Consequently, it follows that

y(t) ≤
(
I1−α
a+,ty

)
(a)

Γ(α)

(
log

t

a

)α−1

+
h

Γ(1 + α)

(
log

t

a

)α
+

(
I1−α
a+,ty

)
(a)(2d+ 1)

Γ(α)

∫ t

a

[
Eα,α

(
(2d+ 1)

(
log

t

s

)α)(
log

t

s

)2(α−1)
]
ds

s

+
(2d+ 1)h

Γ(1 + α)

∫ t

a

[
Eα,α

(
(2d+ 1)

(
log

t

s

)α)(
log

t

s

)α−1(
log

t

a

)α]
ds

s
.

(15)

Applying formula (2.2.51) from [4, p. 86], we have the following calculations

1

Γ(α)

∫ t

a

[
Eα,α

(
(2d+ 1)

(
log

t

s

)α)(
log

t

s

)2(α−1)
]
ds

s

=

(
log

t

a

)2α−1

Eα,2α

(
(2d+ 1)

(
log

t

a

)α) (16)
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and

1

Γ(α+ 1)

∫ t

a

[
Eα,α

(
(2d+ 1)

(
log

t

s

)α)(
log

t

s

)α−1(
log

t

a

)α]
ds

s

=

(
log

t

a

)2α

Eα,2α+1

(
(2d+ 1)

(
log

t

a

)α)
.

(17)

Substituting (16), (17) in to the inequality (15), we obtain

y(t) ≤
(
I1−α
a+,ty

)
(a)

(
log

t

a

)α−1 [
1

Γ(α)
+ (2d+ 1)

(
log

t

a

)α
Eα,2α

(
(2d+ 1)

(
log

t

a

)α)]
+ h

(
log

t

a

)α [
1

Γ(α+ 1)
+ (2d+ 1)

(
log

t

a

)α
Eα,2α+1

(
(2d+ 1)

(
log

t

a

)α)]
.

(18)

By multiplying both sides of (18) by
(

log
t

a

)1−α

, we get

(
log

t

a

)1−α

y(t) ≤
(
I1−α
a+,ty

)
(a)

[
1

Γ(α)
+ (2d+ 1)

(
log

t

a

)α
Eα,2α

(
(2d+ 1)

(
log

t

a

)α)]
+ h

(
log

t

a

)[
1

Γ(α+ 1)
+ (2d+ 1)

(
log

t

a

)α
Eα,2α+1

(
(2d+ 1)

(
log

t

a

)α)]
≤
(
I1−α
a+,ty

)
(a)

[
1

Γ(α)
+ (2d+ 1)

(
log

T

a

)α
Eα,2α

(
(2d+ 1)

(
log

T

a

)α)]
+ h

(
log

T

a

)[
1

Γ(α+ 1)
+ (2d+ 1)

(
log

T

a

)α
Eα,2α+1

(
(2d+ 1)

(
log

T

a

)α)]
.

Then, we have
||u||C1−α,log((a,T ];L2(Ω)) ≤ K1(T ) ||u0||L2(Ω) +K2(T ) ||f ||C((a,T ],L2(Ω)) ,

which gives the desired result.

2.2 The porous medium equation

Next, we study the porous medium equation

Dα
a+,tu(t, x) = a(t, x)∆um(t, x) + f(t, x), (t, x) ∈ (a, T ]× Ω := Q, (19)

with the initial condition

lim
t→a

Γ(α)

(
log

t

a

)1−α
u(t, x) = lim

t→a

(
I1−α
a+ u

)
(t, x) = φ(x), x ∈ Ω (20)

and the boundary condition
u(t, x) = 0, t > a, x ∈ ∂Ω, (21)

where m > 1 and a(t, x), f(t, x) are nonnegative continuous functions.
Theorem 2. Let Ω ⊂ Rn and φ ∈ Lp(Ω). The function u ∈ C1−α,log((a, T ];Lp(Ω)) is a solution of

problem (19)–(21) and

||u||C1−α,log((a,T ];Lp(Ω)) ≤ K3(T ) ||φ)||Lp(Ω) +K4(T ) ||f ||C((a,T ];Lp(Ω)) ,

where
K3(T ) =

[
1

Γ(α)
+M

(
log

T

a

)α
Eα,2α

(
M

(
log

T

a

)α)]
,

K4(T ) =

(
log

T

a

)[
1

Γ(α+ 1)
+M

(
log

T

a

)α
Eα,2α+1

(
M

(
log

T

a

)α)]
.
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Proof. Multiplying (19) by pup−1 (p ≥ 2), and integrating over Ω, we arrive at∫
Ω
pup−1Dα

a+udx−
∫

Ω
a(t, x)pup−1∆umdx−

∫
Ω
pup−1f(t, x)dx = 0.

In view of the expression

p

∫
Ω
a(t, x)up−1∆umdx = p

∫
∂Ω
a(t, x)up−1um−1 ∂

∂η
udσ

− p
∫

Ω
(p− 1)a(t, x)up−2um−1|∇u|2dx

= −p
∫

Ω
(p− 1)a(t, x)up−2um−1|∇u|2dx,

it follows that ∫
Ω
pup−1Dα

a+udx+ p

∫
Ω

(p− 1)a(t, x)up−2um−1|∇u|2dx

− p
∫

Ω
up−1f(t, x)dx = 0.

(22)

Applying (7) and the Hölder inequality to (22), we obtain∫
Ω
Dα
a+u

pdx+
4p(p− 1)d1

(p+m− 1)2

∫
Ω

∣∣∣∇u p+m−1
2

∣∣∣2 dx
− p

(∫
Ω
|f(t, x)|pdx

)1/p(∫
Ω
updx

)1−1/p

≤ 0.

(23)

Using Young’s inequality in the last term of (23), it follows that∫
Ω
Dα
a+u

pdx+
4p(p− 1)d1

(p+m− 1)2

∫
Ω

∣∣∣∇u p+m−1
2

∣∣∣2 dx
− εp

∫
Ω
|f(t, x)|p dx− p− 1

ε
p
p−1

∫
Ω
updx ≤ 0, ε > 0.

Let’s make the following notations

y(t) = ||u(t, ·)||pLp(Ω), H = εp||f(t, ·)||pLp(Ω), M =
p− 1

ε
p
p−1

.

Then, we have
Dα
a+y(t) ≤My(t) +H. (24)

Starting from (24), by performing the same actions as in the proof of the previous theorem, we
obtain the following conclusion(

log
t

a

)1−α
y(t) ≤

(
I1−α
a+,ty

)
(a)

[
1

Γ(α)
+M

(
log

t

a

)α
Eα,2α

(
M

(
log

t

a

)α)]
+H

(
log

t

a

)[
1

Γ(α+ 1)
+M

(
log

t

a

)α
Eα,2α+1

(
M

(
log

t

a

)α)]
≤
(
I1−α
a+,ty

)
(a)

[
1

Γ(α)
+M

(
log

T

a

)α
Eα,2α

(
M

(
log

T

a

)α)]
+H

(
log

T

a

)[
1

Γ(α+ 1)
+M

(
log

T

a

)α
Eα,2α+1

(
M

(
log

T

a

)α)]
.
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Hence, we deduce that

||u||C1−α,log((a,T ];Lp(Ω)) ≤ K3(T ) ||φ||Lp(Ω) +K4(T ) ||f ||C((a,T ];Lp(Ω)) ,

where
K3(T ) =

[
1

Γ(α)
+M

(
log

T

a

)α
Eα,2α

(
M

(
log

T

a

)α)]
and

K4(T ) =

(
log

T

a

)[
1

Γ(α+ 1)
+M

(
log

T

a

)α
Eα,2α+1

(
M

(
log

T

a

)α)]
.

Therefore, we have proven the statement.

2.3 Fractional-order diffusion equation

In the next case, we consider the fractional-order diffusion equation

C
HD

α
a+,tu = log

(
t

a

)
∆xu+ c(t, x)u+ f(t, x), (t, x) ∈ (a, T ]× Ω, (25)

with the Dirichlet boundary condition

u(t, x) = 0, t > a > 0, x ∈ ∂Ω (26)

and with the Cauchy condition
u(a, x) = u0(x), (27)

where the functions c(t, x), f(t, x) satisfy
(A) ‖c(t, x)‖C(([a,T );L2(Ω)) = d, c(t, x) ≤ 0;
(B) ‖f(t, x)‖C(([a,T );L2(Ω)) = h.
Theorem 3. Suppose u0 ∈ L2(Ω) and (A), (B) hold. If the function u(t, x) satisfies the problem

(25)–(27) for each t ∈ (a, T ], then the following estimate holds

‖u‖C((a,T ];L2(Ω)) ≤ K5(T ) ‖u0‖L2(Ω) +K6(T )‖f‖C((a,T ];L2(Ω)),

where

K5(T ) = 1 + (2d+ 1)

∫ T

a

[
Eα,α

(
(2d+ 1)

(
log

t

s

)α)(
log

t

s

)α−1
]
ds

s

and

K6(T ) =

(
log

T

a

)α [ 1

Γ(α+ 1)
+ (2d+ 1)

(
log

T

a

)α
Eα,2α+1

(
(2d+ 1)

(
log

T

a

)α)]
.

Proof. Multiplying each term of equation (25) by the function u and integrating over Ω,∫
Ω

(
C
HD

α
a+,tu

)
udx = log

(
t

a

)∫
Ω

(∆xu)udx+

∫
Ω
c(t, x)u2dx+

∫
Ω
f(t, x)udx.

Taking into account the estimate (6) and using Hölder’s inequality for the last term of the previously
mentioned inequality, we arrive at

1

2
C
HD

α
a+,t

∫
Ω
u2dx ≤ log

(
t

a

)∫
∂Ω
u
∂u

∂n
dσ − log

(
t

a

)∫
Ω
∇u∇udx

+

∫
Ω
c(t, x)u2dx+

(∫
Ω
|f(t, x)|2dx

) 1
2
(∫

Ω
|u|2dx

) 1
2

.
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Applying Young’s inequality to the last term of the previous inequality and in view of

− log

(
t

a

)∫
Ω
∇u∇udx ≤ 0

with the notation (A), (B) and y(t) = ‖u(t, x)‖2L2(Ω), we obtain

C
HD

α
a+,ty(t) ≤ (2d+ 1)y(t) + h. (28)

By applying the integral HIαa+,t to both sides of inequality (28) and using Property 1, we derive the
following expression

y(t) ≤ y(a) +
2d+ 1

Γ(α)

∫ t

a

(
log

t

s

)α−1

y(s)
ds

s
+

h

Γ(α)

∫ t

a

(
log

t

s

)α−1 ds

s

= y(a) +
h

Γ(1 + α)

(
log

t

a

)α
︸ ︷︷ ︸

g(t)

+
2d+ 1

Γ(α)

∫ t

a

(
log

t

s

)α−1

y(s)
ds

s
.

According to the result of Lemma 3, we deduce that

y(t) ≤ g(t) +

∫ t

a

[ ∞∑
k=1

[(2d+ 1)Γ(α)]k

Γ(kα)

(
log

t

a

)kα−1 g(s)

s

]
ds

j=k+1
≤ g(t) + (2d+ 1)Γ(α)

∫ t

a

[
Eα,α

(
(2d+ 1)Γ(α)

(
log

t

s

)α)(
log

t

s

)α−1 g(s)

s

]
ds.

Therefore, it follows that

y(t) ≤ y(a) +
h

Γ(1 + α)

(
log

t

a

)α
+ y(a)(2d+ 1)Γ(α)

∫ t

a

[
Eα,α

(
(2d+ 1)Γ(α)

(
log

t

s

)α)(
log

t

s

)α−1
]
ds

s

+
(2d+ 1)Γ(α)h

Γ(α+ 1)

∫ t

a

[
Eα,α

(
(2d+ 1)Γ(α)

(
log

t

s

)α)(
log

t

s

)2α−1
]
ds

s
.

In view of formula (2.2.51) in [4, p. 86], we arrive at the following:

1

Γ(α+ 1)

∫ t

a

[
Eα,α

(
(2d+ 1)

(
log

t

s

)α)(
log

t

s

)2α−1
]
ds

s

=

(
log

t

a

)2α

Eα,2α+1

(
(2d+ 1)

(
log

t

a

)α)
.

It implies that

y(t) ≤ y(a)

[
1 + (2d+ 1)Γ(α)

∫ T

a

[
Eα,α

(
(2d+ 1)Γ(α)

(
log

t

s

)α)(
log

t

s

)α−1
]
ds

s

]

+ h

(
log

T

a

)α [ 1

Γ(α+ 1)
+ (2d+ 1)Γ(α)

(
log

T

a

)α
Eα,2α+1

(
(2d+ 1)Γ(α)

(
log

T

a

)α)]
.
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Finally, we conclude

‖u‖C((a,T ];L2(Ω)) ≤ K5(T ) ‖u0‖L2(Ω) +K6(T )‖f‖C((a,T ],L2(Ω)),

where

K5(T ) = 1 + (2d+ 1)Γ(α)

∫ T

a

[
Eα,α

(
(2d+ 1)Γ(α)

(
log

t

s

)α)(
log

t

s

)α−1
]
ds

s

and

K6(T ) =

(
log

T

a

)α [ 1

Γ(α+ 1)
+ (2d+ 1)

(
log

T

a

)α
Eα,2α+1

(
(2d+ 1)

(
log

T

a

)α)]
,

which completes the proof.

Conclusion

In this work, we have established new analogues of the Leibniz rule for the Hadamard and Caputo–
Hadamard fractional derivatives, taking into account their inherent nonlocal properties. The refined
differentiation formulas and derived inequalities provide a deeper understanding of how fractional
derivatives interact with nonlinear functions. In particular, the obtained estimates form an analytical
foundation for studying fractional diffusion equations of various types. The results can be effectively
applied to prove the existence, uniqueness, and stability of solutions, as well as to derive a priori bounds
essential for the qualitative analysis of such models. Future research may extend these methods to
systems with variable order or to multidimensional fractional operators.
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Azeroğlu T., Örnek B.N., Düzenli T. Inequalities for analytic functions associated with
hyperbolic cosine function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4 95

Azhmoldaev G.F., Bekmaganbetov K.A., Chechkin G.A., Chepyzhov V.V. Homogenization of
Attractors to Reaction-Diffusion Equations in Domains with Rapidly Oscillating Boundary:
Subcritical Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2 28

Baizhanova M.T. , Turmetov B.Kh. On solvability of the initial-boundary value problems
for a nonlocal hyperbolic equation with periodic boundary conditions . . . . . . . . . . . . . . . . . . . . . 3 46

Balgimbayeva Sh.A., Janabilova A.K. Gagliardo–Nirenberg type inequalities for smoothness
spaces related to Morrey spaces over n-dimensional torus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 53

Balkizov Zh.A. Mixed problem for a third order parabolic-hyperbolic model equation . . . . . 3 57

Basheyeva A.O., Zhussupova A.T., Nurlibayev Y.K. Bipartite Digraphs with Modular
Concept Lattices of height 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3 68

Bekiev A.B. On the solvability of one inverse problem for a fourth-order equation . . . . . . . . . 3 75

Bharatha K., Rangarajan R., Neethu C.J. Solitary Wave Solutions of the coupled Kawahara
Equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 63

Bilal M., Khan A.R. Some Generalized Fractional Hermite-Hadamard-Type Inequalities for
m−Convex Functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3 85

Bobodzhanov A.A., Kalimbetov B.T., Safonov V.F., Tuychiev O.D. Singularly perturbed
problems with rapidly oscillating inhomogeneities in the case of discrete irreversibility of the
limit operator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3 97

Bukanay N.U., Mirzakulova A.E., Assanova A.T. Asymptotic estimates of the solution for
a singularly perturbed Cauchy problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2 44

Bukenov M.M., Rakisheva D.S. Some estimates for the viscoelastic incompressible Kelvin-
Voigt medium . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2 52

Eshmamatova D.B., Tadzhieva M.A. Analysis and classification of fixed points of operators
on a simplex . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4 107

Gercek O. Well-posedness of elliptic-parabolic differential problem with integral
condition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4 125

Goswami N., Pathak D. Approximation of fixed points for enriched Bγ,µ mapping using a
new iterative algorithm in CAT(0) space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2 60

Gulmanov N.K., Kopbalina S.S., Tanin A.O. Solution of the model problem of heat
conduction with Bessel operator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 71

Mathematics series. No. 4(120)/2025 197



Index of articles

Huka D.B., Melesse W.G., Gelu F.W. Numerical solution of singularly perturbed parabolic
differential difference equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3 107

Ibrahim R.W., Momani S. A fractal-fractional gingerbread-man map generalized by
p−fractal-fractional difference operator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2 76

Ismoilov Sh.Sh. Application of isotropic geometry to the solution of the Monge–Ampere
equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4 134

Jafari M., Saei F.D. Computational of the eigenvalues of the fractional Sturm-Liouville
problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2 93

Javan A., Moussavi A., Danchev P. Generalizing Semi-n-Potent Rings . . . . . . . . . . . . . . . . . . . 3 125

Jenaliyev M.T., Kassymbekova A.S., Yergaliyev M.G.On two four-dimensional curl operators
and their applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2 106

Kabidenov A., Kassatova A., Bekenov M., Mamyraly A. Properties of semigroups of
elementary types of model classes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3 142

Kalita N., Dutta A.J. Spectral analysis of second order quantum difference operator over the
sequence space lp (1 < p <∞) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2 122

Kanguzhin B.E., Mustafina M.O., Kaiyrbek O.A. Well-posed problems for the Laplace-
Beltrami operator on a stratified set consisting of punctured circles and segments . . . . . . . . . 3 150

Karimov K.T., Murodova M.R. Dirichlet type boundary value problem for an elliptic
equation with three singular coefficients in the first octant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3 164

Khan M.N.I., De U.C., Choudhary M.A. Liftings from Lorentzian-Sasakian manifolds to
tangent bundles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2 137

Koilyshov U.K., Sadybekov M.A., Beisenbayeva K.A. Solution of nonlocal boundary value
problems for the heat equation with discontinuous coefficients, in the case of two discontinuity
points . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 81

Kosmakova M.T., Orumbayeva N.T., Akhmanova D.M., Kasymova L.Zh. BVP for the heat
equation with a fractional integro-differentiation operator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 92

Kulpeshov B.Sh., Sudoplatov S.V. Almost quasi-Urbanik structures and theories . . . . . . . . . . 1 104

Lakhal F., Meftah B. On gMT - and gβ-convexity and the Ostrowski type inequalities . . . . . . 2 147

Lukashov A.L. Rational analogues of Bernstein–Szabados operators on several intervals . . . 4 148

Mamajonov M. On a boundary value problem for a parabolic-hyperbolic equation of the
fourth order . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 118

Markhabatov N.D. Approximations of Theories of Unars . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3 176

Mehraliyev Y.T., Iskanderov R., Ramazanova A.T. Inverse boundary value problem for a
linearized equations of longitudinal waves in rods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 133

Mirsaburov M., Makulbay A.B., Mirsaburova G.M. A combined problem with local and
nonlocal conditions for a class of mixed-type equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2 163

Mussina N.M., Ulbrikht O.I. The representation theorem of the Robinson hybrid . . . . . . . . . 3 184

Orumbayeva N.T., Kosmakova M.T., Tokmagambetova T.D., Manat A.M. Solutions of
boundary value problems for loaded hyperbolic type equations . . . . . . . . . . . . . . . . . . . . . . . . . . . 2 177

198 Bulletin of the Karaganda University



Index of articles

Prathap T., Nageshwar Rao R. Exponentially fitted finite difference methods for a singularly
perturbed nonlinear differential-difference equation with a small negative shift . . . . . . . . . . . . 2 189

Rasulov M., Aliyev N., Sinsoysal B. Investigation of the solution of a boundary value problem
with variable coefficients whose principal part is the Cauchy–Riemann equation . . . . . . . . . . 4 155

Regal A.M., Kumar S.D. Non-polynomial spline method for singularly perturbed differential
difference equations with delay and advance terms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2 208

Sabirzhanov M.T., Koshanov B.D., Shynybayeva N.M., Kozhobekova P.Zh. Some methods
for solving boundary value problems for polyharmonic equations . . . . . . . . . . . . . . . . . . . . . . . . . 1 143

Salim S.H., Saeed R.K., Jwamer K.H.F. Solving Volterra-Fredholm integral equations by
nonpolynomial spline function based on weighted residual methods . . . . . . . . . . . . . . . . . . . . . . . 1 155

Sekhose V., Bharali H. On interval Riemann double integration on time scales . . . . . . . . . . . . 3 200

Sharifov Y.A., Mammadli A.R. Studying a system of non-local condition hyperbolic
equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4 163

Smadiyeva A.G. An analogue of Leibniz’s rule for Hadamard derivatives and their
application . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4 180

Swarnakar D., Kumar R., Ganesh Kumar V., Soujanya G.B.S.L. A Second Order
Convergence Method for Differential Difference Equation with Mixed Shifts using Mixed
Non-Polynomial Spline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 170

Temirbekov N.M., Turarov A.K. Variational method of numerical solution of the inverse
problem of gas lift oil production process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2 222

Thangjam B., Devi M.S. Hyper-Generalized Weakly Symmetric Para-Sasakian Manifolds
and Their Geometric Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2 241

Tokmagambetov N.S., Tolegen B.K. q-Analogues of Lyapunov-type inequalities involving
Riemann–Liouville fractional derivatives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3 214

Uteshova R., Kokotova Y. Approximation of a singular boundary value problem for a linear
differential equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 187

Vijayalakshmi P., Karuppasamy K. Analyzing Restrained Pitchfork Domination Across
Path-Related Graph Structures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2 252

Yeshkeyev A.R., Kassymetova M.T., Mussina N.M. Normal Jonsson theories and their Kaiser
classes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 199

Yessenbayeva G.A., Serikova L.A. On the properties for families of function classes over
harmonic intervals and their embedding relation with Besov spaces . . . . . . . . . . . . . . . . . . . . . . . 2 260

Mathematics series. No. 4(120)/2025 199


