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In this paper, we investigate the geometric properties of a specific subclass of analytic functions satisfying
the condition f’(z) < cosh(y/z) meaning that the function f’(z) is subordinate to the function cosh(/z).
Also, we focus on deriving sharp inequalities for Taylor coefficients, particularly for b3 and the modulus of the
second derivative f”(z). Utilizing the Schwarz lemma, both on the unit disc and on its boundary, we provide
essential insights into the distortion and growth behaviors of these functions. The paper demonstrates the
sharpness of these inequalities through extremal functions and applies the Julia—Wolff lemma to establish
boundary behavior results. These findings contribute significantly to the understanding of the analytic
functions associated with the hyperbolic cosine function, with potential applications in geometric function
theory. It is considered that the extremal functions obtained in this study could be potential hyperbolic
activation functions in neural network architectures. This perspective builds a conceptual bridge between
geometric function theory and artificial intelligence, indicating that insights from complex analysis can
inspire the development of more effective and theoretically grounded activation mechanisms in deep learning.
Empirical evaluation of architectures built with novel activation functions may be considered as potential
future work.
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Introduction

Let A represent the class of functions of the form f(z) = z + byz? + b3z + ..., analytic in the unit
disc D = {z : |2| < 1}. Also, let W be the subclass of A satisfying the condition

f'(z) < cosh /2,

where the symbol "<" indicates the principle of subordination [1]. Also, we choose the branch of the

square root function so that
2 3
coshyz=1+ — —1—*+%+

The conformal mapping cosh \/z : D — C maps the unit disc D onto the region
{aec:|n(a+Vaz=1)[ <1}

defined on the principal branch of the logarithm and the square root function |2].
Determining the upper bound for Taylor coefficients has been a key area of focus in understanding
geometric properties, offering important insights into different subclasses of WW. In this section, we
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establish an upper bound for by, a coefficient of the function f(z). To achieve this, we will apply the
Schwarz lemma. Furthermore, the following section will evaluate the modulus of the second derivative
of f(z) from below, requiring the use of the Schwarz lemma on the boundary.

The Schwarz lemma asserts that for any analytic function p(z) mapping the unit disc D into itself
and satisfying p(0) = 0, |p(z)| < |z| for z € D and [p/(0)] < 1. In simpler terms, it asserts that if
a function maps the unit disc into itself and maps its origin to the origin, then the function cannot
magnify the distances between points inside the disc by more than 1 [1].

Extending the Schwarz lemma to the boundary of the unit disc offers deep insights into the behavior
of analytic functions close to this boundary, proving especially beneficial when studying functions that
approach the disc’s edge. In this paper, we set out to examine the application and significance of this
remarkable theorem to various classes of functions. The Schwarz lemma implies the boundary Schwarz
lemma [p/(1)| > 1. Osserman and Unkelbach [3,4] showed that in this case, we have in fact

1—|p'(0)] 2

P21+ ) = T o))

where p satisfies the conditions of the Schwarz lemma, p extends continuously to the boundary point
le 0D = {z:|z| =1}, |p(1)] = 1 and p/(1) exists. These inequalities are sharp. In mathematical
literature, these inequalities and their generalizations are topics of continuous discussion and hold
great importance in the geometric theory of functions [5-7]. Some properties of analytic function
classes related to the Jack and the Schwarz lemmas were studied in [8]. In [9], a new bound for the
Schwarz inequality was obtained for analytic functions mapping the unit disk onto itself.

If we use the principle of subordination for the class we defined above, there exists a Schwarz

function p(z) such that
f'(2) = cosh y/p(2).

Here, the function p(z) meets the criteria of the Schwarz lemma [1|. Therefore, applying the

Schwarz lemma, we derive
/
72 = ZE_ginn /o)

2v/p(2)

" _ p,(O) lim sinh V p(2)
177(0) 2 250 p(2) '

and

Therefore, we have

iy _ P'(0)

oy ="

and 1
|F"(0)] < >

We will now demonstrate that the final inequality is sharp. Let

f(z) = 2y/zsinh /z — 2cosh /z + 2.

Then,
F'(2) = cosh 7,
n, 1 sinhy/z
f(z) = SNCERVE
and 1
|"(0)| = 3
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Lemma 1. If f € W, then
1

1
< —.

This result is sharp, as demonstrated by the extremal function

f(z) = 2y/zsinh /2 — 2cosh v/z + 2.

The subsequent lemma, referred to as the Julia—Wolff lemma, is required for the following discus-
sion [10].
Lemma 2 (Julia-Wolff lemma). If p is an analytic function in the unit disc D with p(0) = 0 and

p (D) C D, and additionally, p has an angular limit p(1) at 1 € 9D where |p(1)| = 1, then the angular
derivative p/(1) exists and 1 < [p/(1)| < oc.

1  Main results

This section focuses on examining the second derivative of the analytic function f(z). During
this analysis, we will derive stronger inequalities by considering the coefficients of the Taylor series
expansion of f(z). Additionally, we will provide an inequality that demonstrates the relationship
between these coefficients.

Theorem 1. Let f(z) € W. Suppose that, for 1 € 9D, f has an angular limit f(1) at 1,
f/(1) = cosh 1. Then we have the inequality

sinh 1

This result is sharp, with equality for the function

f(z) = 2y/zsinh /2 — 2cosh /z + 2.

Proof. Let
f'(z) = cosh \/p(z).
Then,
P'(2)
(=) = sinh \/p(2),
2/p(2)
p'(1)
(1) = sinh \/p(1)
2y/p(1)
and ”
(1) = p;)smm.
Since the function p(z) satisfies the conditions of the Schwarz lemma at the boundary, we obtain
21/7(1)|
1< p(1)] = =4
- ’p ( )} sinh 1
and b1
‘f//(l)’ Z Sln2 ‘

Now, we will prove that inequality (1) is sharp. Let

f(z) = 2¢/zsinh /2 — 2cosh v/z + 2.
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Then,
n, y 1 sinhy/z
P =57

and
sinh 1

| =2

Theorem 2. Assuming the same conditions as in Theorem 1, we obtain

" sinh 1
(1] = T3 217700)] (2)

Inequality (2) is sharp, achieving equality for the function

f(z) = 2y/zsinh /z — 2cosh /z + 2.

Proof. Let p(z) be as defined in the proof of Theorem 1. Thus, by the Schwarz lemma on the
boundary,

2 21f"(1
1+ [p'(0)] sinh 1
Since
10’ (0)] = 2]£"(0)],
we take
2 _ 2"

1+2[f"(0)] = sinhl

and

sinh 1

Next, we will demonstrate that inequality (2) is sharp. Consider

f(2) = 2y/zsinh y/z — 2 cosh /2 + 2.

| f//

Then, we have
sinh 1

| = 2

However, we also have
Z4boz? +b3z® 4 ... = 2¢/zsinh/z — 2cosh v/Zz + 2,

1+ 2boz + 3b322 + ... = cosh/z

and

1 sinh
2b2+6b32+...2751n \/E

2z
Upon taking the limit as z approaches 0 in the final equation, we find that by = %. Consequently, this
yields

sinh 1 sinh 1

L+2[f(0)] 2
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Theorem 8. Under the conditions of Theorem 1, we obtain

|F(1)]

v

2

The bound is sharp with the extremal function given by

f(2) =sinh 2.

inh 1 2(1 — 4 |by|)?
sin 14 (2 |b2]) —
1 — 16 [ba|* + |6b3 — 303

Proof. Let p(z) denote the same function as in the proof of Theorem 1 and let u(z) = z. According

to the maximum principle, for every z € D, it follows that |p(z)| < |u(z)|. Therefore, h(z) =

18

an analytic function and |h(z)| < 1 for |z|] < 1. By Taylor expansion of the function p(z), we have

p(2) = c12 + c22? + 322 + ... Thus, we take

p(2) ez 4 ca2? + 32+

. _ o 9
h(z) = u(z) = " =c+cz+c32”+ ...,
|h(0)] = |ea
and
‘h/(O)‘ = ‘CQ‘ .

Through straightforward computations, we obtain

1+2bgz+3b322+...:cosh\/p(z)zl—kpgf) L RE +

c1z + czz2 + 0323 + ... n (clz + 0222 + 0323 + ... )2

2b22 + 3b322 +... = 9]

4!

1
= —z(a+artal+ )+ (aFarta+ )+

1
2!
2by + 3b _ 2 =
2430z 4 = o (c1+ oz + 32"+ ...) + 7
1
bQ = ch
and ) )
3b3 = 502 + QC%
Thus, based on the expression for h(z), we have
[h(0)| = 4b2|

and
W (0)| = ‘Gbg — %bg

The combined function
h —h
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is analytic in the unit disc D, w(0) = 0, |w(z)| < 1 for z € D and |w(1)] = 1 for 1 € dD. By the
Schwarz lemma on the boundary, we obtain

2 1—[n(0)? 1+ [h(0)]
e < w'(1)] = W(1)] < )| = |u'(1)
1+ ‘w/(o)‘ ‘ | ‘1 _ﬁh(l)f ‘ 1 ‘h(O)‘ (‘ } ‘ ‘)
Since
v O] |6bs — 353
[ O = 1= B0 1= 16 b’
2|
we take
2 _l+dbl (2]
14 |6bs—2b3] — 1 —4]bg| \ sinhl
1—16|bo|?
and

‘f,(l)‘>sinh1 - 2 (1 — 41bg|)?
-2 1— 16 |by|? + |63 — 303| |
372

We will now demonstrate that the inequality (3) achieves equality. Consider
f(z) =sinh z.

Then,
f'(z) = cosh 2

and
f"(1) = sinh 1.

On the other hand, we have

3 5
z+b222+b323—|—...:Sinhz:z—{—?—l—%—k...,
3 5
2 3 _Z L E
boz® + b3z —|—...—3!—|-5!—|—...
and
b b oz 23

Passing to the limit (z — 0) in the last equality yields by = 0. Similarly, using straightforward calcu-
lations, we obtain by = % Therefore, we obtain

. B 2
sinh 1 <1+ 2(1 - 4|bs)) ’> T

2 1 — 16 |ba|* + |6bs — 2b3
O
Theorem 4. Let f € W and f(z) — z has no critical point in D except z = 0 and by > 0. Then
’31)3 - éb% < 4|byIn (4bg)| . (5)

This result is sharp.
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Proof. Given that ba > 0 in the expression of the function f(z), and considering inequality (4),
assuming that f(z) — z has no critical point in D except z = 0, we denote the analytic branch of the
logarithm by In h(z), normalized under the condition

Inh(0) = In (4b2) < 0.

The fractional function
_ Inh(z) —Inh(0)
~ Inh(z) +Inh(0)

is analytic in the unit disc D, |©(z)| < 1 for z € D and O(0) = 0. By the Schwarz lemma, we obtain

O(z)

1> |e/0) = 2In h(0)] h’(O)' -1 h’(O)‘ _ |6by — 303
- IIn A(0) + In k(0)[> | R(0) |~ 2Inh(0) | A(0) 8by In (4by)
and )
‘31)3 — gbg < 4bo In (4by) .
Now, we will show that inequality (5) is sharp. Let
p(z) = et = 2g(2),
where g(z) = elms 21 Thus, we have
2 3
o(z) = p(z) _aztcrt ezt + . JTIR. S

z z

Then 5
9(0) = c1 = 4by, ¢'(0) = cp = 6b3 — gbg.

Following straightforward computations, we obtain

2 142
"(2) = In (4by) e1-z n(4b2)
() = i)

and
g'(0) = 8by In (4bs) .
Thus, we obtain

1
‘3193 - gbg = 4 by In (4bo)] .

O

Based on the findings from [5], this theorem derives the modulus of the function’s derivative at
point 1 by considering its Taylor expansions around two points.

Theorem 5. Let f € W and f’(a) =1 for 0 < |a| < 1. Suppose that for 1 € 9D, f has an angular
limit f(1) at 1, f/(1) = cosh 1. Then, we have the inequality
in 1—|a|? al—=2|f"(0
771 25 (14 [ + Sl
« [1+ Ia\z+4|f”(0)\\f”(a)l(1—|a\2)—2|f”(a)|(1—\al2)—2|f”(0)| 1-faf? ) 6)
lal*+4] £ (0)[ (@) (1—lal* ) +2[ £ (a)| (1~|al* ) +21 /7 (0)] [1~al*
Inequality (6) is sharp, with equality for each possible value of |f”(0)| and |f”(a)].
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Proof. According to the Schwarz—Pick lemma [1], we have

s(z) — s(a) poal|
il b RG]
and
(o] < 1@+ (o) .

1+ Is(a)l[p(2)]"

where s : D — D is an analytic function and a € D. If ¢t : D — D is analytic and 0 < |a| < 1, letting

s(z) = % in (7), we obtain

and |A|+]p(2)]
ey < S H il 0

L+ [4(0)] 2] 121552

where
4ot 10

a (1 - t(O)t(a))
If we take

9= 25
then, we have

0 =", P'(a) (1@— af?)

and

a (1 L PO 7@ ))
where |A] < 1. Let [¢(0)| = b and let
P@(al) | |20
B= —
|al (1 4 |r©@ P'(a)(1-]al?) )
From (8), we obtain
+ 2 k)
< p(z
() < |2 |p<z>\ ot
1+Blp(2)]

and

1 [p(2)| T+l iy — bl )] — = 1)) Tty

- =1.
]2 (1 [el) (1+ b=] 22
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Let V(2) =1+0b|z] ﬁgfp ))‘| and R(z) = 14 B/|p(z)|. Considering the functions V(z) and R(z) in the
earlier inequality, we obtam

1 1Pl 1— | 1— |p(2)?
1= B bB |z| —————— . 9
VERG) { T R ER e )
Since p(2)]
. o B+lp
lﬂV(z)—lE<l+b||1+B|()|) 1+,
limR(z) = lim (1 + B|p(2)|) =1+ B
z—1 z—1
and
(1) (1)
L= o) = 1= || =
P 1—az 11 —az]? ’
passing to the angular limit in (9) yields
1—la* 1-0 1—-B1—la?
(1) >1 —_— .
Oz 1+ 11— af T A 1+ B|1 —al?
Moreover, since
1-b_1-po)l ] el o)l Jal - 2170)
Ol |a|+|p O]~ Ja|+2[f"0O)]
d@(-l?)| )y
T S| (R IO EC e
1+ B P@@-le?)| 1@
H ol (14| 2@ [ @ (=1a?) )
2 " " 2 " 2 "
1—p  laP+20 )21 @) (1= [al?) = 21f"(@)] (1~ |al*) = 217"(0)
LHB o 21 fm0)121 (@) (1= [a?) +21f"(@)] (1~ |a*) +21£(0)
and
| JaP 41O @] (1= 1al?) = 218 @)] (1~ |al’) = 21£"(0)
LEm a4 4 £(0)] (@) (1= lal?) +217"(@)] (1= Jal®) +2157(0)]
we obtain

1= [af* _|al —215"(0)]
1—af " |al+2]f70)

|l + 417 (1~ 1af”) =217 @] (1= Jaf) ~ 217011 — jap
0 + 417 1£"(@)] (1= o) +21(@)] (1 = |al*) +2|7(O)] I = af

(1) =1+
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From the definition of p(z), we have

21/"(1)]
(1) = ——~.
‘p ( >} sinh 1
We thus obtain inequality (6).

Let a be any real number in the interval (—1,0), and let ¢ and d be arbitrary real numbers such
that 0 < ¢ = [p/(0)| < |a|, 0 < d = [p(a)] < (1—|(|l¢|1\2) to show that inequality (6) is sharp. Let

g_,_M 1d(1—|a|2>+c
a(l—i—cdil_a'g‘ ) a 1—i—cd1_a‘g|

Consider the function
—-C + z T+p(z)
Z—a a 1+p(2)T

=z .
—qa T+p(2)
1—az 1— gzlerﬁEz)'JT

p(z) (10)

From equation (10), after performing straightforward calculations, we derive p/(0) = ¢ and p/(a) = d.
Therefore, we obtain

B 1—a® a+ec a2+cd<1—\a|2>—d<l—]a\2)—c 1— a2
P/(l)—1+(1_a)2+a_c 1—'—a2—|—cd<1—|a|2)—|—d<1—|a|2)+c(1—a)2

By selecting appropriate signs for the numbers a, ¢ and d, we can infer from the final equation that
inequality (6) is sharp. O

2  Conclusions and discussion

In this paper, geometric properties of a specific subclass of analytic functions satisfying the con-
dition f’(z) < coshy/z are investigated. Considering the Schwarz lemma and the boundary Schwarz
lemma, significant results on distortion and growth behaviours of these functions have been obtained.
Accordingly, two extremal functions have been based on the results of theorems presented in this paper.

The extremal functions obtained in this paper have been considered as activation functions for
artificial neural networks. There are already studies in the literature that examine the use of extremal
functions as activation functions [11,12]. In [11], the authors propose a complex-valued activation
function obtained using the Schwarz lemma. The authors stated that effective results have been
obtained in both classification and function approximation problems according to simulation results.
In [12], similar functions obtained in this study are presented as activation functions.

There are also various studies that propose hyperbolic functions to be used as activation functions,
which is also valid for our study [13-15]. In one of the recent studies, hyperbolic sine has been
used for deep learning in Tensorflow and Keras [13]. In [14], hyper-sinh-convolutional network has
been proposed for early detection of Parkinson’s disease from spiral drawings. Husein et al. used a
hyperbolic activation function to achieve effective instance image retrieval [15]. In our study, we present
two hyperbolic activation functions, defined as ¢g(z) = sinhz and ¢(z) = 2y/zsin\/z — 2cosh /2 + 2.
At this point, it is worth noting that the activation functions defined in our study are not arbitrarily
selected but they emerge as intuitive outcomes of the problem addressed in this study.

In conclusion, this paper aims to strengthen the connection between complex analysis and arti-
ficial intelligence in this paper by introducing the use of extremal functions within neural network
architectures. We consider that the obtained results show that mathematical findings from geometric
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function theory can inspire new directions in neural network research. Empirical evaluation of the
new activation functions across various learning tasks and architectures to fully assess their practical
impact and limitations can be considered as potential future work.
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