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Boundary Value Problems on a Star Thermal Graph and their
Solutions
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In this study, heat conductivity boundary value problems on a star graph are considered, inspired by en-
gineering applications, e.g., heat conduction phenomena in mesh-like structures. Based on the generalized
function method, a unified technique for solving boundary value problems on such graphs is developed.
Generalized solutions to transient and stationary boundary value problems are constructed for different
conditions at the end edges, with the Kirchhoff conditions at the common node. Regular integral repre-
sentations of solutions to boundary value problems are obtained using the properties and symmetry of the
fundamental solution’s Fourier transform. The derived results allow the action of various heat sources to
be simulated, including concentrated ones by using singular generalized functions. The generalized func-
tion method enables a wide variety of boundary value problems to be tackled, including those with local
boundary conditions at the ends of the graph, and various transmission conditions at the common node.
Based on the research, the authors propose an analytical solution method under the action of various heat
sources to solve various boundary value problems on a star thermal graph.

Keywords: star graph, temperature, heat flow, transmission conditions, generalized functions method,
generalized solution, Fourier transform, boundary equations.

Mathematics Subject Classification: 35M10, 35K05, 35L05, 94C15.

Introduction

As a branch of applied mathematics, graph theory has wide applications in subjects such as eco-
nomics, logistics, sociology, optimal control, and navigation. The properties of graphs are also actively
used to solve boundary value problems (BVPs) on network-like structures, e.g., oil pipelines, gas
pipelines, and electrical networks. The concept of graphs was first introduced by Leonhard Euler in
1736. In his work [1], he pioneered the approach of graph theory to solve the famous problem of the
Königsberg bridges. At the beginning of the 20th century, the Hungarian mathematician Dénes König
∗Corresponding author. E-mail: dady1262@mail.ru
This research was funded by the Ministry of Science and Higher Education of Kazakhstan (grants: AP19674789,

2023–2025; AP23488145, 2024–2026).
Received: 25 November 2024; Accepted: 27 March 2025.
c© 2025 The Authors. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/)
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Boundary Value Problems ...

was the first to propose the term “graph” in reference to diagrams containing a discrete set of points
connected by straight lines and began to study their general properties. In 1936, he published the first
book on graph theory [2] that reviewed all related works from 1736 onwards (see also [3]).

Graph Theory (GT) has potential applications in the field of Computer Science (CS) for various
purposes. Unique applications of GT in the field of CS, such as web document clustering, cryptography,
and algorithm execution analysis, among others, are promising applications. Further, the concepts of
GT can be used to simplify and analyze electronic circuits. Recently, graphs have been widely used
in social networks (SN) for many purposes related to modeling and analyzing SN structures, modeling
SN operation, analyzing SN users, and many other related aspects [4–9]. Determining a distributed
parameter of conductance for a neuronal cable model on a tree graph was researched in [10,11].

The development of analytical methods for the mathematical modeling of network-like structures
is based on the solution and analysis of the corresponding direct and inverse problems for equation
systems with parameters that are distributed on a graph. These methods primarily analyze the spectral
completeness and basis properties of the corresponding BVPs’ eigenfunctions in the space of square
integrable functions, in addition to finding conditions for their unique solutions. The field of theory
differential equations on networks is relatively new, with most articles on the subject focused on the
direct problems of spectral theory.

The theory of ordinary differential equations on networks gave rise to research on the theory of
inverse problems on geometric graphs, which can be traced to the articles of V.Yurko [12, 13]. The
spectral problems for Sturm-Liouville operators on star graphs were also considered in [14–16]. A
number of other contributions are devoted to different types of differential equations on graphs. In [17],
discrete Yamabe equations on star graphs were considered, in [18, 19] the fractional boundary value
problem on a graph was studied.

A new class of partial differential equations on graphs of different structures has only begun to be
studied in the last decade. Boundary value problems for the d’Alembert wave equation, their spectral
properties, and the issues of existence and uniqueness of solutions, as well as a number of inverse
problems, were considered in the works [20–24].

The studies of boundary value problems for heat conduction equations on graphs appeared rela-
tively recently. They are largely related to the solution of thermoelasticity problems on graphs for
studying the strength properties of rod structures, widely used in mechanical engineering, robotics,
and construction. Their solutions are based on the solution of systems of equations of spatially one-
dimensional thermoelasticity problems [25–27].

Mathematical modeling of the process of heat propagation in a system of rods on a “tree-like”
graph in the form of a bundle of linear differential operators was carried out by Yu.Martynova [28],
who posed the inverse problem of finding the parameters of boundary conditions for given eigenvalues.
Here we consider boundary value problems for the heat equation on an undirected star graph with an
arbitrary number of links of different lengths, which may have different thermal characteristics. An
analytical solution to the posed boundary value problems is constructed for given boundary conditions
at the ends of the graph and a known total heat flow in its node. The constructed solution allows us to
determine the temperature and heat flows in any link of the graph under periodic and non-stationary
thermal effects. Other authors have not yet constructed such solutions to boundary value problems on
thermal graphs.

We used the generalized function method to solve boundary value problems, leading to a differential
equation solution with a singular right-hand side containing simple and double layers, the densities of
which are determined by the boundary and initial conditions of the solution. The solution is constructed
as the convolution of the Green’s function of the equation with the appropriate right-hand side in
every edge. To determine the unknown boundary values of the solution and its derivatives, connection
equations are constructed boundary functions at the edge ends, employing the asymptotic properties of

Mathematics Series. No. 2(118)/2025 5
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Green’s functions and their derivatives at zero. To construct a closed system of equations, the obtained
algebraic equations for each edge of the graph are supplemented with transmission conditions at the
node and linear boundary conditions at its ends. These conditions can be either locally or not locally
connected. Thus, the proposed method is applicable to a wide range of BVPs, including those on mesh
structures.

1 Statement of the boundary value problem on a heat star graph

We consider a heat star graph which contains N edges (A0, Aj) of the length Lj (j = 1, 2, ..., N)
with a common node A0 (Fig. 1). On each edge Sj =

{
x ∈ R1 : 0 ≤ x ≤ Lj

}
, there is a coordinate

system (x, t) whose origin can be found at the point A0 : x = 0. At Sj , the temperature θj(x, t)
satisfies the following heat conduction equation:

∂θj
∂t
− κj

∂2θj
∂x2

= Fj(x, t), 0 ≤ x ≤ Lj , t ≥ 0. (1)

Here, κj is the heat diffusivity coefficient, Fj(x, t) describes the power of acting heat sources on the
j -edge.

 

Figure 1. Star graph

The initial conditions at t = 0 for the temperature of the graph are as follows:
(Cauchy conditions)

θj(x, 0) = θj0(x), 0 ≤ x ≤ Lj , ∀j, (2)

where θj0(x) ∈ C2(R1). Next, we consider the following boundary value problem (BVP).
Dirichlet problem. Temperature values are known at the ends of the graph:

θj(Lj , 0) = θj2(t), 0 ≤ x ≤ Lj , t ≥ 0. (3)

The following continuity conditions and the Kirchhoff condition are specified in the common node A0

of the graph:
θ1

1(t) = θ2
1(t) = . . . = θN1 (t), x = 0, t ≥ 0, (4)

κ1q
1
1(t) + κ2q

2
1(t) + . . .+ κNq

N
1 (t) = 0. (5)

Here qj1(t) =
∂θj
∂x |x=0, q

j
2(t) =

∂θj
∂x |x=L, the superscript indicates the number of the graph edge and

θj1(t) = θj(0, t), θj2(t) = θj = (Lj , t) designate the temperatures at the ends of the j -th edge, 1 ≤ j ≤ N .
We need to find the solution to the Dirichlet problem on this star graph.
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2 Statement of the boundary value problem on the edge of a graph

To define the connection between the boundary values of temperature and heat flows on each
element of a graph, at first we construct the solution to the boundary value problem (BVP) on the
segment [0, L].

Let’s define θ(x, t), which is the solution of the heat equation:

∂θ

∂t
− κ ∂θ

∂x2
= F (x, t), 0 ≤ x ≤ L, t ≥ 0. (6)

The initial conditions are as follows, where the temperature is known at t = 0:

θ(x, 0) = θ0(x), θ0(x) ∈ C2(R1) {0 ≤ x ≤ L} . (7)

We denote

θ(0, t) = θ1(t), x = 0, t ≥ 0,

θ(L, t) = θ2(t), x = L, t ≥ 0.
(8)

The following matching conditions apply to the initial and boundary conditions:

θ1(t) = θ0(0), θ2(t) = θ0(L).

We can construct the solutions of this BVP using the generalized function method [29].
Boundary conditions can be written for different BVP in a generalized form:{

(α1θ1 + β1Π1(t))|x=0 = G1(t),
(α2θ2 + β2Π2(t))|x=L = G2(t),

(9)

where θj(t), Πj(t) = −k ∂θ∂x |x=xj (j = 1, 2) are the temperature and heat flows at the ends of segment,
known functions Gj(t) ∈ L1(R+), R+ = [0,∞); coefficients (αj , βj) are known arbitrary constants.
By choosing them we can solve different BVPs. For example,

1. Dirichlet problem: α1 = 1, β1 = 0, α2 = 1, β2 = 0;
2. Neumann problem: α1 = 0, β1 = 1, α2 = 0, β2 = 1.

3 Generalized solution to boundary value problems on a graph segment using a generalized function
method

To determine the solution, we consider a BVP in the space of generalized functions of slow growth
S′(R2) =

{
f̂(x, t), (x, t) ∈ R2

}
[29, 30]. To achieve this, we introduce a regular generalized function

(marked with a cap):

θ̂(x, t) =

{
θ(x, t), (x, t) ∈ D−,

0, x /∈ D−.

Here D− = [0, L]× [0,∞), θ(x, t) is the classical solution to the BVP in D−. It can be represented as
θ̂(x, t) = θ(x, t)H(L− x)H(x)H(t), where H(x) is the Heaviside step function:

H(x) =

{
1, x > 0,
0, x < 0.

To construct the equation for θ̂(x, t) in S′(R2), we find the generalized derivatives of θ̂(x, t):

∂θ̂

∂x
=
∂θ

∂x
H−D(x, t)− θ2(t)δ(L− x)H(t) + θ1(t)δ(x)H(t),

Mathematics Series. No. 2(118)/2025 7
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∂2θ̂

∂x2
=
∂2θ

∂x2
H−D(x, t)− q2(t)δ(L− x)H(t) + q1(t)δ(x)H(t) + θ2(t)δ′(L− x)H(t) + θ1(t)H(t)δ′(x),

∂θ̂

∂t
=
∂θ

∂t
H−D(x, t)− θ0(t)H(L− x)δ(t).

HereH−D(x, t) = H−L (x)H(t) is characteristic function of the setD−, H−L (x) = H(L−x)H(x) is charac-
teristic function of [0, L], δ(x) is the singular generalized δ-function, q1(t) = ∂θ

∂x

∣∣
x=0

,

q2(t) = ∂θ
∂x

∣∣
x=L

. Then Eq. (6) has the following form for θ̂(x, t) in S′(R2):

∂θ̂

∂t
− κ∂

2θ̂

∂x2
= F̂ (x, t) + κq2(t)δ(L− x)H(x)H(t)− κq1(t)H(L− x)δ(x)H(t)−

−κθ2(t)δ′(L− x)H(x)H(t)− κθ1(t)δ′(x)H(L− x)H(t) + θ0(x)H−L (x)δ(t),

F̂ (x, t) = F (x, t)H−D(x, t).

(10)

Note that the right side of this equation includes all initial (7), (8) and boundary temperatures (9)
and heat flows θj(t)Πj(t) = κqj(t).

To shorten the formulas, we will use the following notation for partial derivatives: u,x = ∂u
∂x ,

u,t = ∂u
∂t .

According to the theory of generalized functions [30], the solution of Eq. (10) can be represented
as a convolution of the fundamental solution to the heat equation (6) with the right-hand side of this
equation:

θ̂(x, t) = F̂2(x, t) ∗ U(x, t) + κq2(t)H(x)H(t) ∗
t
U(L− x, t)−

−κq1(t)H(L− x)H(t) ∗
t
U(x, t)− κθ2(t)H(t)H(x) ∗

t
U,x(L− x, t)−

−κθ1(t)H(L− x)H(t) ∗
t
U,x(x, t) + θ0(x)H(L− x)H(x) ∗

x
U(x, t),

(11)

where U(x, t) is the Green’s function of Eq. (6) — fundamental solution to the heat equation (6) by
F (x, t) = δ(x)δ(t) which decays at ∞ [30]:

U(x, t) =
1√

2πκt
exp(−x2/4κt)H(t). (12)

If F̂ (x, t) is a regular function, then the formulae shown in (11) can be represented in the following
integral form:

θ̂(x, t) = θ(x, t)H(L− x)H(x)H(t) =

= H(x)

t∫
0

dτ

+∞∫
−∞

U(x− y, t− τ)F (y, τ)dy + κH(x)H(t)

t∫
0

q2(t− τ)U(L− x, τ)dτ−

−κH(L− x)H(t)

t∫
0

U(x− y, t− τ)q1(τ)dτ − κH(x)H(t)

t∫
0

θ2(t− τ)U,x(L− x, τ)dτ−

−κH(L− x)H(t)

t∫
0

U,x(x, t− τ)θ1(τ)dτ +

L∫
0

U(x− y, t)θ0(y)H(L− y)H(y)dy.

(13)
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Comment. This formula determines the temperature inside a segment using known temperatures
and heat flows at its ends. For this reason, it is very useful for engineering applications, as it allows one
to study the influence of boundary temperature, heat flows, and initial conditions on the temperature
of a segment. In practical problems, these can be measured, and this formula gives the heat state of
various rod structures under arbitrary thermal conditions.

To determine unknown boundary functions (heat flows), the resolving boundary equations should
be constructed using the boundary conditions at the ends of the segment.

4 Solution of BVP in Fourier transformation space in time. Resolving system of equations

To find four boundary functions in (13) and construct the resolving system of equations, we use
the Fourier transform in time:

θ̄(x, ω) = F
[
θ̂(x, t)

]
= H(x)H(L− x)

∞∫
0

θ(x, t)eiωtdt,

θ̂(x, t) =
1

2π

∞∫
−∞

θ̄(x, ω)e−iωtdω.

(14)

To define the Fourier transform of the generalized solution (13), we use the property of the Fourier
transform of convolution [30]:

θ̂(x, ω)F̄2(x, ω) ∗
x
Ū(x, ω) + θ0(x)H(L− x)H(x) ∗

x
Ū(x, ω)+

+κq̄2(ω)H(x)Ū(L− x, ω)− κq̄1(ω)H(L− x)Ū(x, ω)−
−κθ̄2(ω)H(x)Ū,x(L− x, ω)− κθ̄1H(L− x)Ū,x(x, ω).

(15)

Here, a variable under the convolution sign
(
∗
x

)
shows convolution over the variable x. The integral

representation of (15) has the following form:

θ̄(x, ω)H(L− x)H(x)H(ω) = H(x)

L∫
0

Ū(x− y, ω)F2(y, ω)dy + κH(x)

L∫
0

Ū(x− y, ω)θ0(y)dy+

+κq̄2(ω)H(x)Ū(L− x, ω)− κq̄1(x)H(L− x)Ū(x, ω)−
−κθ̄2(ω)H(x)Ū,x(L− x, ω)− κθ̄1H(L− x)Ū,x(x, ω),

(16)

where the Fourier transform of the Green’s function of the heat equation is equal to

Ū(x, ω) = −0, 5
sin(k|x|)
κ(k + i0)

, (17)

where k =
√
iωκ−1 = ejπ/4

√
ωκ−1 = (1 + i)

√
ω
2κ . It satisfies the following equation:

d2Ū

dx2
+ iωκ−1Ū = δ(x).

Its derivative has a gap at the point x = 0, and is equal to

∂Ū(x, ω)

∂x
= Ū,x(x, ω) = −sgnx

2κ
cos(κ|x|), sgnx =

{
1, x > 0,
−1, x < 0.
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There are the next symmetry conditions:

Ū(x, ω) = Ū(−x, ω), Ū,x(±0, ω) = ∓ 1

2κ
. (18)

We use these properties (17), (18) to construct the solving system of equations.
To find the unknown boundary functions, we pass in relation (16) to the limits at the ends of a

segment:

lim
ε→0

θ̄(0 + ε, ω) = θ̄1(x) = F̄ (x, ω) ∗
x
Ū(x, ω)|x=0 + θ0(x)H(L− x)H(x) ∗

x
Ū(x, ω)|x=0+

+κq̄2(ω)Ū(L, ω)− κq̄1(ω)Ū(0, ω)− κθ̄2(x)Ūx(L, ω)− κθ̄1Ū,x(+0, ω).

From (18) to follow: −κθ̄1(ω)Ū,x(+0, ω) = 0, 5θ̄1(ω). Next, we factor out the last term on the left side
and obtain the following equation at the left end of the segment:

1

2
θ̄1(ω) = F̄ (x, ω) ∗

x
Ū(x, ω|x=0 + θ0(x)H(L− x)H(x) ∗

x
Ū(x, ω)|x=0+

+κq̄2(x)Ū(L, ω)− κq̄1(ω)Ū(0, ω)− κθ̄2(ω)Ū,x(L, ω).

Similarly, we consider the limit at x = L− ε, ε→ +0, and obtain the second equation on the right
end of the segment. Let us formulate the obtained results.

Theorem 1. The Fourier time transformants of the boundary functions of the boundary value
problems (6)–(9) satisfy the following system of linear algebraic equations:[

0, 5 0
κŪ,x(L, ω) κŪ(L, ω)

] [
θ̄1(ω)
q̄1(ω)

]
+

[
κŪ,x(L, ω) −κŪ(L, ω)

0, 5 0

] [
θ̄2(ω)
q̄2(ω)

]
=

[
Q̄1(0, ω)
Q̄2(L, ω)

]
, (19)

where
Q̄1(0, ω) = F̄ (x, ω) ∗

x
Ū(x, ω)|x=0 + θ0(x)H(L− x)H(x) ∗

x
Ū(x, ω)|x=0,

Q̄2(L, ω) = F̄ (x, ω) ∗
x
Ū(x, ω)|x=L + θ0(x)H(L− x)H(x) ∗

x
Ū(x, ω)|x=L.

The system (19) gives the possibility to determine only two boundary functions at the ends of the
segment if two functions from θ̄1(ω)q̄1(ω)θ̄2(ω)q̄2(ω) are known. If to add two boundary conditions (9)
we have the full system of four linear algebraic equations to determine these boundary functions:

A(ω) ·B(ω) = C(ω), (20)

where

A(ω) =


0, 5 0 κŪ,x(L, ω) −κŪ(L, ω)

κŪ,x(L, ω) κŪ(L, ω) 0, 5 0
α1 β1 0 0
0 0 α2 β2

 ,

B(ω) = (θ̄1(ω), q̄1(ω)θ̄2(ω), q̄2(ω))T ,

C(ω) = (Q̄1(0, ω), Q̄2(L, ω)b̄3(ω), b̄4(ω))T .

The solution of resolving system (20) is

B(ω) = A−1(ω) · C(ω), (21)

where A−1 is the inverse matrix of A(ω).
Substituting (21) into (16) we obtain the temperature transformant at any point x. Performing the

inverse Fourier transform (14), we obtain θ̂(x, t). Thus, the temperature θ(x, t) on the interval [0, L]
has been determined at any time t. We have solved BVPs.
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5 Resolving system of equations on a star thermal graph

Let’s return to the consideration of Dirichlet problem for a star heat graph (Fig. 1) by using the
system (12). On each edge Lj , j = 1, N , we have the following system of linear algebraic equations of
connection of four boundary functions (θ̄j1(ω)q̄j1(ω), θ̄j2(ω)q̄j2(ω)):

(
1 0 − cos(kjLj) k−1

j sin(kjLj)

− cos(kjLj) −k−1
j sin(kjLj) 1 0

)
θ̄j1(ω)

q̄j1(ω)

θ̄j2(ω)

q̄j2(ω)

 =

(
F̄ j1 (ω)

F̄ j2 (ω)

)
,

where j is the number of the corresponding graph edge, and F̄ j1 (ω) = 2Q̄1j(0, ω), F̄ j2 (ω) = 2Q̄2j(L, ω).

Q̄1j(0, ω) = F̄j(x, ω) ∗
x
Ū j(x, ω)|x=0 + θj0(x)H−L (x) ∗

x
Ū j(x, ω)|x=0,

Q̄2j(L, ω) = F̄j(x, ω) ∗
x
Ū j(x, ω)|x=L + θj0(x)H−L (x) ∗

x
Ū j(x, ω)|x=L, Ũ

j(x, ω) = −0, 5
sin(kj |x|)
kj(kj + i0)

.

Consequently, we have 2N equations for defining 4N boundary functions:

B(ω) = (θ̄1
1, q̄

1
1, θ̄

1
2, q̄

1
2, ..., θ̄

N
1 , q̄

N
1 θ̄

N
2 , q̄

N
2 )T .

This graph has N edges with one boundary condition at the end of every edge. Consequently, we
add N boundary conditions at the ends of this graph.

The next N equations contain the condition of continuity (4) and Kirchhoff condition (5) for N
edges in common boundary points x1 = 0 at the node A0. Therefore, the complete resolving system
of 4N equations has been written in the next form.

Theorem 2. The resolving system of boundary value problem equations (1)–(5) on a star heat graph
with N different edges has the following form:

A(ω) ·B(ω) = C(ω), (22)

where

A=



1 0 κ1Ū
1
,x(L1) −κ1Ū1(L1) .. 0 0 0 0

κ1Ū
1
L1

κ1Ū
1(L1) 1 0 .. 0 0 0 0

... ... ... ... .. ... ... ... ...

... ... ... ... .. ... ... ... ...
0 0 0 0 .. 1 0 κN Ū

N
,x (LN ) −κN ŪN (LN )

0 0 0 0 .. κN Ū
N
,x (Ln, ω) κN Ū

N (LN ) 1 0
0 0 1 0 .. 0 0 0 0
0 ... ... ... .. ... ... ... ...
0 0 0 0 .. 0 0 0 0
1 0 0 0 .. 0 0 0 0
1 ... ... ... .. ... ... ... ...
1 ... ... ... .. −1 ... 0 0
0 κ1 0 0 .. 0 κn 0 0


and dimension of the matrix A is 4N × 4N ;

C(ω) =

(
F̄ 1

1 (0, ω)F̄−1
2 (L1, ω), ..., F̄N1 (LN , ω)F̄N2 (LN , ω); θ̄1(L1, ω), ..., θ̄N (LN , ω); 0, ..., 0,

N−1
Ḡ(ω)

)T
.
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Its solution is equal to
B(ω) = A−1(ω) · C(ω),

A−1(ω) is inverse matrix to matrix A(ω).
The first 2N rows of matrix A contain at “diagonal” the resulting system (22) for each edge of this

graph. The other elements of these lines are null (see A(ω)).
The next N lines contain the boundary conditions on the ends of graph (3). Here in the line 2N+j

only the column 4j − 1 contains 1, others are null.
The line (3N + j), j = 1, T . . . , N − 1 in the first column stands 1, and −1 in column (4j + 1),

j = 1, T . . . , N −1 (condition of temperature continuity (4)). In the last line (Kirchhoff condition (5)),
the value κj stands in the column 2 + 4j, j = 0, T . . . , N − 1.

Substituting (θ̄j1, q̄
j
1, θ̄

j
2, q̄

j
2) — the corresponding components of B(ω) for j-edge into (16), we obtain

θ̄j(x, ω) at any point x of this edge:

θ̄(x, ω)H−D(x, t) = H(x)

L̄∫
0

Ū j(x− y, ω)F̄ j(y, ω)dy + κjH(x)

L∫
0

Ū j(x− y, ω)θj0(y)dy+

+κj q̄
j
2(ω)Ū j(Lj − x, ω)− κj q̄j1(ω)H(Lj − x)Ū j(x, ω)−

−κj θ̄j2(ω)Ū j,x(Lj − x, ω)− κj θ̄j1(ω)H(Lj − x)Ū j,x(x, ω), 0 ≤ x ≤ Lj .

Performing the inverse Fourier transform (14), we obtain θ̂(x, t) = θj(x, t)H
−
D(x, t). Thus, the

temperature on the star graph is determined at any time t at any edge.
So BVP for the heat star graph has been solved.

Conclusion

Using the generalized function method, the boundary value problems of thermal conductivity on a
thermal star graph have been solved, which can be used to study various network-like structures under
conditions of thermal heating (cooling). A unified technique has been developed for solving various
boundary value problems typical for practical applications.

The action of heat sources can be modeled by both regular and singular generalized functions
under various boundary conditions at the ends of the graph edge. The obtained regular integral
representations of generalized solutions make it possible to determine the temperature and heat flows
on each element and at any point of a graph for stationary oscillations with a constant frequency and
in the case of periodic oscillations.

At first, a boundary value problem was solved on one edge of the graph. Using the generalized
function method, a heat equation with a singular right-hand side was obtained. The solution to
the Dirichlet problem was determined through the convolution of the fundamental solution with the
singular right-hand side of the heat equation. Thus, the solution found on the edge was determined
by the initial functions, boundary functions, and their derivatives (the unknown boundary functions).
A resolving system of two linear algebraic equations in the space of the Fourier transform in time
was constructed to determine the unknown boundary functions. After determining all the solutions
on all graph edges and taking the continuity condition and Kirchhoff joint condition into account, we
obtained the solution to the heat equation on the star graph.

The generalized function method presented here makes it possible to solve a wide range of boundary
value problems at the ends of the graph edges and various transmission conditions at its common node
and can be extended to network structures of very different types. This distinguishes this method
from all others that are used to solve similar problems. This algorithm can be recommended and used

12 Bulletin of the Karaganda University



Boundary Value Problems ...

for engineering calculations of heating networks and it will find wide application in the design and
calculation of rod structures in mechanical engineering and construction.

The method of generalized functions presented here allows not only to solve a wide range of problems
with different conditions at the ends of the edges of the graph and the conditions of transmission in
its common node, but can also be extended to network structures of various types. This distinguishes
this method from all others that are used to solve similar problems.
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and surprising challenges of graph processing: extended survey. VLDB Journal, 29, 420–431.

9 Bliss, N.T, & Schmidt, M.C. (2013). Confronting the challenges of graphs and networks. Lincoln
Laboratory Journal, 20 (1), 4–9.

10 Avdonin, S., & Bell, J. (2015). Determining a distributed conductance parameter for a neu-
ronal cable model defined on a tree graph. Inverse Problems and Imaging, 9 (3), 645–659.
https://doi.org/10.3934/ipi.2015.9.645

Mathematics Series. No. 2(118)/2025 13

https://doi.org/10.3390/inventions5010010
https://doi.org/10.3390/inventions5010010
https://doi.org/10.1080/09720529.2013.878819
https://doi.org/10.1016/j.endm.2013.07.051
https://doi.org/10.1016/j.physa.2019.122372
https://doi.org/10.3934/ipi.2015.9.645


L.A. Alexeyeva et al.

11 Avdonin, S., Belland, J., & Nurtazina, K. (2017). Determining distributed parameters in a
neuronal cable model on a tree graph. Mathematical Methods in the Applied Sciences, 40 (11),
3973–3981. https://doi.org/10.1002/mma.4277

12 Freiling, G., Ignatiev, M., & Yurko, V. (2008). An inverse spectral problem for Sturm-Liouville
operators with singular potentials on star-type graphs. Analysis on Graphs. Proceedings of
Symposia in Pure Mathematics. Amer. Math. Soc. Providence, 77, 397–408.

13 Yurko, V. (2019). Inverse spectral problems for differential pencils on arbitrary compact graphs.
Differential Equations, 55, 24–33. https://doi.org/10.1134/S0012266119010038

14 Kanguzhin, B.E., & Seitova, A.A. (2020). On degenerate Sturm-Liouville boundary value prob-
lems on geometric graphs. Journal of Mathematics Mechanics and Computer Science, 105 (1),
79–86. https://doi.org/10.26577/JMMCS.2020.v105.i1.07

15 Zhabko, A.P., Nurtazina, K.B., & Provotorov, V.V. (2020). Uniqueness solution to the in-
verse spectral problem with distributed parameters on the graph-star. Bulletin of Saint Pe-
tersburg University. Appl. Math. Computer Science. Control Processes, 16 (2), 129–143.
https://doi.org/10.21638/11701/spbu10.2020.205

16 Kanguzhin, B.E., Kaiyrbek, Zh.A., & Mustafina, M.A. (2024). Recovering of the stiffness co-
efficients of the Sturm–Liouville operator on a star graph from a finite set of its eigenvalues.
Lobachevski Journal of Mathematics, 45, 2711–2716. https://doi.org/10.1134/s1995080224602881

17 Grigir’yan, A., Lin, Y., & Yang, Y. (2016). Yamabe type equations on graph. J. Differential
Equations, 216, 4924–4943. https://doi.org/10.48550/arXiv.1607.04521

18 Graef, J.R., Kong, L., & Wang, M. (2014). Existence and uniqueness of solutions for a fractional
boundary value problem on a graph. Fract. Calc. Appl. Anal., 17, 499–510. https://doi.org/
10.2478/s13540-014-0182-4

19 Mehandiratta, V., Mehra, M., & Leugering, G. (2019). Existence and uniqueness results for a
nonlinear Caputo fractional boundary value problem on a star graph. J. Math. Anal. Appl.,
477 (2), 1243–1264. https://doi.org/10.1016/j.jmaa.2019.05.011

20 Alam, G.M., Avdonin, S.A., Choque-Rivero, A.E., & Nurtazina, K. (2025). A new method for
solving the exact control problem for the one-dimensional wave equation. Boletin de la Sociedad
Matematica Mexicana, 31 (27). https://doi.org/10.1007/s40590-024-00705-5

21 Avdonin, S.A., & Nicaise, S. (2015). Source and coefficient identification problems for the
wave equation on graphs. Inverse Problems, 31 (9), 095007. https://doi.org/10.1088/0266-
5611/31/9/095007

22 Rasa, G.H.A., Kanguzhin, B.E., & Kaiyrbek, Zh.A. (2021). Propagation of waves along the
star-graph. Kazakh Mathematical Journal, 21 (2), 6–14.

23 Arepova, G., Alexeyeva, L.A., & Arepova, D. (2023). Solution to the Dirichiet problem of
the wave equation on a star graph. Mathematics, 11 (20), 4234. https://doi.org/10.3390/math
11204234

24 Han, Zh.J., & Zuazua, E. (2017). Decay rates elastics-shaped networks. J. Netw. Heterog.
Media, 12 (3), 461–488. https://doi.org/10.3934/nhm.2017020

25 Alexeyeva, L.A., Dadayeva, A.N., & Ainakeyeva, N.Zh. (2021). Green tensor and regular so-
lutions of equations of rods thermodynamics and their properties. Journal of Theoretical and
Applied Mechanics, 59 (2), 227–238. http://dx.doi.org/10.15632/jtam-pl/133233

26 Alexeyeva, L.A., & Akhmetzhanova, M.M. (2022). Spatially one-dimensional boundary value
problems of coupled thermoelasticity: generalized functions method. Mechanics of Solids, 57 (8),
2151–2165. https://doi.org/10.3103/S0025654422080325

27 Alexeyeva, L.A., Prikazchikov, D.A., Dadayeva, A.N., & Ainakeyeva, N.Zh. (2023). Kraevye

14 Bulletin of the Karaganda University

https://doi.org/10.1002/mma.4277
https://doi.org/10.1134/S0012266119010038
https://doi.org/10.26577/JMMCS.2020.v105.i1.07
https://doi.org/10.21638/11701/spbu10.2020.205
https://doi.org/10.1134/s1995080224602881
https://doi.org/10.48550/arXiv.1607.04521
https://doi.org/10.2478/s13540-014-0182-4
https://doi.org/10.2478/s13540-014-0182-4
https://doi.org/10.1016/j.jmaa.2019.05.011
https://doi.org/10.1007/s40590-024-00705-5
https://doi.org/10.1088/0266-5611/31/9/095007
https://doi.org/10.1088/0266-5611/31/9/095007
https://doi.org/10.3390/math11204234
https://doi.org/10.3390/math11204234
https://doi.org/10.3934/nhm.2017020
http://dx.doi.org/10.15632/jtam-pl/133233
https://doi.org/10.3103/S0025654422080325


Boundary Value Problems ...

zadachi dinamiki termouprugikh sterzhnei i ikh resheniia [Boundary value problems of the dy-
namics of thermoelastic rods and their solutions.] Vestnik Natsionalnoi inzhenernoi akademii
Respubliki Kazakhstan — Bulletin of the National Engineering Academy of the Republic of Kaza-
khstan, 4 (90), 156–168 [in Russian]. https://doi.org/10.47533/2023.1606-146X.43

28 Martynova, Yu.V. (2021). Ob odnoi zadache raspredeleniia tepla v sisteme sterzhnei na grafe
tipa “drevo” [On a heat propagation problem in a system of rods on a tree graph]. Itogi nauki i
tekhniki. Sovremennaia matematika i ee prilozheniia. Tematicheskie obzory — Results of Science
and Technology. Modern Mathematics and its Applications. Subject Reviews, 198, 89–95 [in
Russian]. https://doi.org/10.36535/0233-6723-2021-198-89-95

29 Alexeyeva, L.A. (2006). Metod obobshchennykh funktsii v nestatsionarnykh kraevykh zadachakh
dlia uravneniia volny [Method of generalized functions in non-stationary boundary value prob-
lems for the wave equation]. Matematicheskii zhurnal — Mathematical journal, 1 (6), 16–32 [in
Russian].

30 Vladimirov, V.S. (1988). Obobshchennye funktsii v matematicheskoi fizike [Generalized functions
in mathematical physics]. Moscow: Nauka [in Russian].

Author Information∗

Lyudmila Alexeyevna Alexeyeva — Doctor of Physical and Mathematical Sciences, Profes-
sor, Chief researcher of Institute of Mathematics and Mathematical Modeling, Head of the project
AP19674789 (2023–2025), Head of the project AP23488145 (2024–2026) at Joldasbekov Institute of
Mechanics and Engineering, Almaty, Kazakhstan; e-mail: alexeeva@math.kz ; https://orcid.org/0000-
0002-7131-4635

Assiyat Nesipbayevna Dadayeva (corresponding author) — Doctor of Philosophy (PhD), Asso-
ciate Professor of the Department of Higher Mathematics and Modeling of Kazakh National Research
Technical University, Leading researcher of the project AP19674789 (2023–2025) at Institute of Math-
ematics and Mathematical Modeling, Leading researcher of the project AP23488145 (2024–2026) at
Joldasbekov Institute of Mechanics and Engineering, Almaty, Kazakhstan; e-mail: dady1262@mail.ru;
https://orcid.org/0000-0001-8954-6007

Danila Aleksandrovich Prikazchikov — Program Director in Mathematics, School of Comput-
ing and Mathematics, Keele University, UK; e-mail: d.prikazchikov@keele.ac.uk ; https://orcid.org/0000-
0001-7682-3079

Nursaule Zhumatkyzy Ainakeyeva — Researcher in Joldasbekov Institute of Mechanics and
Engineering, Senior lecturer at Narxoz University, Researcher of the project AP19674789 (2023–2025)
at Institute of Mathematics and Mathematical Modeling, Researcher of the project AP23488145
(2024–2026) at Joldasbekov Institute of Mechanics and Engineering, Almaty, Kazakhstan; e-mail:
nursaule_math@mail.ru, http://orcid.org/0000-0003-4643-6072

∗The author’s name is presented in the order: First, Middle, and Last Names.

Mathematics Series. No. 2(118)/2025 15

https://doi.org/10.47533/2023.1606-146X.43
https://doi.org/10.36535/0233-6723-2021-198-89-95


Bulletin of the Karaganda University. Mathematics Series, No. 2(118), 2025, pp. 16–27

https://doi.org/10.31489/2025M2/16-27 Research article

Particular solutions of the multidimensional singular ultrahyperbolic
equation generalizing the telegraph and Helmholtz equations
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This article deals with the construction of particular solutions for a second-order multidimensional sin-
gular partial differential equation, which generalizes the famous telegraph and Helmholtz equations. The
constructed particular solutions are expressed in terms of the multiple confluent hypergeometric function,
which is analogous to the multiple Lauricella function and the famous Bessel function. A limit correlation
theorem for the multiple confluent hypergeometric function is proved, and a system of partial differential
equations associated with the confluent function is derived. Thanks to the proven properties of the multi-
ple confluent hypergeometric function. The particular solutions of the multidimensional partial differential
equation with the singular coefficients are written in explicit forms and it is determined that these solutions
have a singularity at the vertex of a multidimensional cone.

Keywords: particular solution, Lauricella function, multiple confluent hypergeometric function, a limit
correlation theorem, a system of the partial differential equations.

2020 Mathematics Subject Classification: 33C15, 33C65, 33C90, 35A08, 35C06, 35L82.

Introduction

It is well known that particular solutions play an essential role in the study of partial differential
equations. The set of particular solutions includes fundamental solutions that satisfy certain additional
conditions. In case of the singular elliptic equations, the role of particular solutions is played by
fundamental solutions. Formulation and solving of many local and non-local boundary value problems
are based on these solutions. The explicit form of particular solutions gives a possibility to study the
considered equation in detail.

In the case of PDE with singular coefficients, particular solutions, including fundamental ones, are
expressed through hypergeometric functions, the number of variables of which is directly related to the
number of singular coefficients. For instance, in the paper [1], particular solutions of the generalized
Euler-Poisson-Darboux equation with three singular coefficients

uxx + uyy +
2α

x
ux +

2β

y
uy = utt +

2γ

t
ut, x > 0, y > 0, t > 0, 0 < 2α, 2β, 2γ < 1 (1)

are written by a hypergeometric function F (3)
A in three variables introduced by Lauricella [2]. In addi-

tion, self-similar solutions of some model degenerate partial differential equations of the higher order
are expressed by the higher order hypergeometric functions [3–6].

It is well known [7] that all linearly independent fundamental solutions at the origin of singular
elliptic equation

m∑
j=1

∂2u

∂x2j
+

n∑
j=1

2αj
xj

∂u

∂xj
= 0, m ≥ 2, n ≤ m (2)
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in the first hyperoctant x1 > 0, . . . , xn > 0 are expressed explicitly by the Lauricella function F
(n)
A

in n variables. Various applications of the fundamental solutions of equation (2) to the solution of
boundary value problems for this equation can be found in the works [8–11].

In a recent work [12], particular solutions of the equation

p∑
j=1

∂2u

∂x2j
+

p∑
j=1

2αj
xj

∂u

∂xj
=

n∑
j=p+1

∂2u

∂x2j
+

n∑
j=p+1

2αj
xj

∂u

∂xj
, p = 1, n (3)

are also expressed through the Lauricella function F (n)
A , the variables of which differ from the variables

of the Lauricella function included in the fundamental solutions of the equation (2) only by signs
depending on the equation under consideration.

All fundamental solutions of the multidimensional Helmholtz equation with n singular coefficients

m∑
j=1

∂2u

∂x2j
+

n∑
j=1

2αj
xj

∂u

∂xj
+ λu = 0, m ≥ 2, n ≤ m, −∞ < λ < +∞ (4)

are presented by the confluent hypergeometric function in n+1 variables, the first n variables of which
coincide with the variables of the fundamental solutions of equation (2). In this case, the last variable
in the confluent hypergeometric function appears due to the presence of the parameter λ (for details,
see [13]).

The following so-called multidimensional singular ultrahyperbolic equation

p∑
j=1

∂2u

∂x2j
+

p∑
j=1

2αj
xj

∂u

∂xj
=

m∑
j=p+1

∂2u

∂x2j
+

n∑
j=p+1

2αj
xj

∂u

∂xj
+ λu, p ≤ n ≤ m (5)

contains all four equations (1)–(4) considered above. Note that equation (5) generalizes also the well-
known Helmholtz uxx + uyy + cu = 0 and telegraph uxx − uyy + cu = 0 equations.

In this paper we construct particular solutions of equation (5) in some multidimensional cone
when 0 < p < n = m and prove that these solutions are simultaneously fundamental solutions of
the considered equation near the origin. Note, if p = 0 or p = n, then the equation (5) becomes an
equation of the singular elliptic type (4), particular (fundamental) solutions of which are found in [13].

The plan of this paper is as follows. In Section 1, we briefly give some preliminary information,
which will be used later, and investigate new properties of the multiple confluent hypergeometric
function H

(n,1)
A . In Section 2 we compose a system corresponding to the function H

(n,1)
A and find all

particular solutions of this system. In Section 3 we study an ultrahyperbolic equation with singular
coefficients, all particular solutions of which are written out explicitly through a multiple confluent
hypergeometric function H

(n,1)
A . In Section 4, the properties of the constructed particular solutions are

studied and the order of singularity of these solutions in the neighborhood of the origin is determined.

1 Hypergeometric functions of several variables

The great success of the theory of hypergeometric functions in one variable has stimulated the
development of a corresponding theory in two and more variables. Horn [14] gave the general definition
of the hypergeometric functions of two variables. He has investigated the convergence of hypergeometric
functions in two variables and established the systems of partial differential equations which they satisfy
(for details, see [15; Section 5.7]).

Following Horn we define a hypergeometric function of several variables.

Mathematics Series. No. 2(118)/2025 17
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Let a multiple power series be given
∞∑
|k|=0

A (k)
n∏
j=1

x
kj
j , (6)

where the summation is carried out over a multi-index k := (k1, . . . , kn) with non-negative integer
components kj ≥ 0, j = 1, . . . , n, for which, as usual, |k| := k1 + . . .+ kn.

A multiple power series (6) is a hypergeometric series if the following n relations

A (kj + ej)

A (k)
= fj (k) (7)

are rational functions of k, where ej := (0, . . . , 0, 1, 0, . . . , 0) denotes a vector whose j−th component
is equal to one, and the rest are equal to zero (j = 1, . . . , n).

Let’s suppose

fj (k) =
Pj (k)

Qj (k)
, (8)

where Pj and Qj are polynomials of k having degrees pj and qj respectively. It is assumed that Qj has
a multiplier of kj + 1; Pj and Qj have no common multipliers, with the possible exception of kj + 1
(j = 1, . . . , n).

The largest of the numbers p1, . . . , pn, q1, . . . , qn is called order of the hypergeometric series (6).
The hypergeometric series (6) is called complete, if all the numbers p1, . . . , pn, q1, . . . , qn are the

same, i.e. p1 = . . . = pn = q1 = . . . = qn, otherwise confluent.
A symbol (κ)ν denotes the general Pochhammer symbol or the shifted factorial, since (1)l = l!

(l ∈ N
⋃
{0} ;N := {1, 2, . . .}) , which is defined (for κ, ν ∈ C), in terms of the familiar Gamma function,

by

(κ)ν :=
Γ (κ+ ν)

Γ (κ)
=

{
1 (ν = 0; κ ∈ C\ {0}) ,

κ (κ+ 1) . . . (κ+ l − 1) (ν = l ∈ N; κ ∈ C) ,

it is being understood conventionally that (0)0 := 1 assumed tacitly that the Γ−quotient exists.
A Lauricella function F (n)

A in n ∈ N real variables x := (x1, . . . , xn) [2] (see, also [16])

F
(n)
A

[
a,b;
c;

x

]
=

∞∑
|k|=0

(a)|k|

n∏
j=1

(bj)kj
(cj)kj

x
kj
j

kj !
,

n∑
j=1

|xj | < 1 (9)

is also a complete hypergeometric function of the order 2. Hereinafter b := (b1, . . . , bn) , c := (c1, . . . , cn) .
In definition (9), as usual, the denominator parameters c1,. . . ,cn are neither zero nor a negative integer.

Let a, bk, ck be real numbers, where ck 6= 0,−1,−2, . . . and a > |b| > 0 and ck > bk. Then for
n = 1, 2, . . ., the following limit correlation is true [17]

lim
ε→0

{
ε−|b|F

(n)
A

[
a,b;
c;

1− z1(ε)

ε
, . . . , 1− zn(ε)

ε

]}
=

Γ (a− |b|)
Γ(a)

n∏
k=1

|zk(0)|−bk Γ (ck)

Γ (ck − bk)
, (10)

where |b| := b1 + . . .+ bn; zk(ε) are arbitrary functions, and zk(0) 6= 0.
Note that the limit correlation formula (10) is applied in the theory of boundary value problems

for the multidimensional singular elliptic equation (2), for instance, see [18].
Consider the following confluent hypergeometric function in n+ 1 variables

H
(n,1)
A

[
a,b;

c;
x, y

]
=

∞∑
|k|+l=0

(a)|k|−l

n∏
j=1

(bj)kj
(cj)kj

x
kj
j

kj !
· y

l

l!
,

n∑
j=1

|xj | < 1, (11)
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where x and y are real variables, and l = 0, 1, 2, . . .

Note, this confluent hypergeometric function H
(n,1)
A was first introduced and studied in a more

general form in [13] and its particular cases (n = 1, 2, 3) were known in [15,19,20].
The confluent hypergeometric function H

(n,1)
A has the following formula of derivation:

∂|k|+l

∂xk11 . . . ∂xknn ∂yl
H

(n,1)
A

[
a,b;

c;
x, y

]
= (a)|k|−l

n∏
j=1

(bj)kj
(cj)kj

·H(n,1)
A

[
a+ |k| − l,b + k;

c + k;
x, y

]
, (12)

hereinafter, k := (k1, . . . , kn) is an n-vector.
Using simple properties of the Pochhammer symbol

(a)m(a+m)k = (a)m+k, (a)k =
(−1)k

(1− a)k
,

we can represent the confluent hypergeometric function H
(n,1)
A as

H
(n,1)
A

[
a,b;
c;

x, y

]
=
∞∑
k=1

(−1)k

(1− a)k

yk

k!
F

(n)
A

[
a− k,b;
c;

x

]
, (13)

where F (n)
A is the Lauricella function defined in (9).

It is obvious that

H
(n,1)
A

[
a,b;

c;
x, 0

]
= F

(n)
A

[
a,b;
c;

x

]
. (14)

Theorem 1. Let a, bk, ck be real numbers, where ck 6= 0,−1,−2, . . . and a > |b| > 0 and ck > bk.
Then for n = 1, 2, . . ., the following limit correlation is true

lim
ε→0

{
ε−|b|H

(n,1)
A

[
a,b;

c;
1− z1(ε)

ε
, . . . , 1− zn(ε)

ε
, εy

]}
=

Γ (a− |b|)
Γ(a)

n∏
k=1

|zk(0)|−bk Γ (ck)

Γ (ck − bk)
, (15)

where |b| := b1 + . . .+ bn; zk(ε) are arbitrary functions, and zk(0) 6= 0; y is a real variable.

Proof. The proof of Theorem 1 follows from expansion (13), obvious equality (14) and limit corre-
lation formula (10).

2 System of differential equations satisfied by the confluent function H
(n,1)
A

We represent the confluent hypergeometric function H
(n,1)
A , defined by the equality (11), in the form

H
(n,1)
A

[
a,b;

c;
x; y

]
=

∞∑
|k|+l=0

A (k; l)
n∏
j=1

x
kj
j · y

l, (16)

where

A (k; l) =
(a)|k|−l(b1)k1 . . . (bn)kn

k1! . . . kn!l!(c1)k1 . . . (cn)kn
.

By virtue of (7) and (8), we have

fj (k; l) =
Pj (k; l)

Qj (k; l)
, j = 1, n; g (k; l) =

1

G (k; l)
,
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here
Pj (k; l) = (a+ |k| − l) (bj + kj), j = 1, n;

Qj (k; l) = (1 + kj) (cj + kj), j = 1, n;

G = (1 + l) (a− 1 + |k| − l).
Series (16) satisfies a system of linear partial differential equations. Using differential operators

δj ≡ xj
∂

∂xj
, j = 1, n; δ′ ≡ y ∂

∂y
(17)

this system can be written in the form
[
Qj
(
δ1, . . . , δn; δ′

)
x−1j − Pj

(
δ1, . . . , δn; δ′

)]
ω = 0, j = 1, n,[

G
(
δ1, . . . , δn; δ′

)
y−1 − 1

]
ω = 0.

(18)

Now, substituting differential operators (17) into (18), we get

xi (1− xi)ωxixi − xi
n∑

j=1, j 6=i
xjωxixj + xiyωxiy + [ci − (a+ 1)xi]ωxi

− bi
n∑

j=1, j 6=i
xjωxj + biyωy − abiω = 0, i = 1, n,

yωyy −
n∑
j=1

xjωxjy + (1− a)ωy + ω = 0,

(19)

where ω (x; y) = H
(n,1)
A

[
a,b;

c;
x, y

]
.

Theorem 2. [13] System of differential equations (19) near the origin has 2n linearly independent
solutions:

1 : {H
(n,1)
A

[
a, b1, . . . , bn;
c1, . . . , cn;

x; y

]
,

C1
n :


x1−c11 H

(n,1)
A

[
a+ 1− c1, b1 + 1− c1, b2, . . . , bn;
2− c1, c2, . . . , cn;

x; y

]
,

.............................................................................

x1−cnn H
(n,1)
A

[
a+ 1− cn, b1, . . . , bn−1, bn + 1− cn;
c1, . . . , cn−1, 2− cn;

x; y

]
,

C2
n :



x1−c11 x1−c22 H
(n,1)
A

[
a+ 2− c1 − c2, b1 + 1− c1, b2 + 1− c2, b3, . . . , bn;
2− c1, 2− c2, c3, . . . , cn;

x; y

]
,

..............................................................................

x1−c11 x1−cnn H
(n,1)
A

[
a+ 2− c1 − cn, b1 + 1− c1, b2, ..., bn−1, bn + 1− cn;
2− c1, c2, . . . , cn−1, 2− cn;

x; y

]
,

x1−c22 x1−c33 H
(n,1)
A

[
a+ 2− c2 − c3, b1, b2 + 1− c2, b3 + 1− c3, b4, . . . , bn;
c1, 2− c2, 2− c3, c4, . . . , cn;

x; y

]
,

..............................................................................

x
1−cn−1

n−1 x1−cnn H
(n,1)
A

[
a+ 2− cn−1 − cn, b1, . . . , bn−2, bn−1 + 1− cn−1, bn + 1− cn;
c1, . . . , cn−2, 2− cn−1, 2− cn;

x; y

]
,

.................................................................
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1 :

{
x1−c11 . . . x1−cnn H

(n,1)
A

[
a+ n− c1 − . . .− cn, b1 + 1− c1, . . . , bn + 1− cn;
2− c1, . . . , 2− cn;

x; y

]
,

where Ckn =
n!

k!(n− k)!
are binomial coefficients.

When none of the numbers c1, c2, . . . , cn is equal to a negative integer, we obtain the general
solution of system (19) by multiplying these 2n partial solutions by arbitrary constants and then
taking their sum.

It is easy to see that in the first group there is one solution
(
C0
n = 1

)
, in the second group there

are C1
n = n solutions, the third group consists of C2

n = n(n − 1)/2 solutions, etc. So the system of
hypergeometric equations (19) really has 2n solutions.

However, within each group, the functions included in this group are symmetrical with respect to
the numerical parameters. Therefore, for further purposes, it is enough to select one solution from each
group, or more precisely, the solution that comes first in each group. So n + 1 linearly independent
solutions to the system of equations (19) will be identified by the formulas

ω0(x; y) = C0 H
(n,1)
A

[
a, b1, . . . , bn;
c1, . . . , cn;

x; y

]
, (20)

ωi(x; y) = Ci

i∏
j=1

x
1−cj
j ·H(n,1)

A

[
a+ i− |ci|, b1 + 1− c1, . . . , bi + 1− ci, bi+1, . . . , bn;

2− c1, . . . , 2− ci, ci+1, . . . , cn;
x; y

]
, (21)

where C0, . . . ,Cn are arbitrary constants; |ci| := c1 + . . .+ ci, i = 1, n.
Using the derivation formula (12), it is easy to verify that the functions defined in (20) and (21)

really satisfy to the system of partial differential equations (19).

3 Particular solutions

Consider the multidimensional ultrahyperbolic equation

L(u) ≡
n∑
j=1

sgn(p− j)

(
∂2u

∂x2j
+

2αj
xj

∂u

∂xj

)
+ λu = 0, p = 1, n− 1, n ≥ 2 (22)

in the n-dimensional cone

Ω =
{

(x1, . . . , xn) : x21 + . . .+ x2p > x2p+1 + . . .+ x2n, p = 1, n− 1; xj > 0, j = 1, n
}
,

where αj are constants (0 < 2αj < 1 , j = 1, n); λ is a real number;

sgn(z) :=

{
1, if z ≥ 0,
−1, if z < 0.

Let x := (x1, . . . , xn) be any point and ξ := (ξ1, . . . , ξn) be any fixed point of Ω. We search for a
solution of equation (22) as follows:

u (x; ξ) = P (r)ω (σp, ηp) , p = 1, n− 1, (23)

where

P (r) = r−2βp , β =
n− 2

2
+

n∑
j=1

αj ; (24)
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ω is an unknown function, depending on n+ 1 variables

σp := (σp1, σp2, . . . , σpn) , σpj = −sgn(p− j)4xjξj
r2p

, j = 1, n, (25)

ηp =
1

4
λr2p, r2p =

n∑
k=1

sgn(p− k)(xk − ξk)2, p = 1, n− 1.

First, we calculate the derivatives of u (x; ξ) with respect to the variables x1, . . . , xn:

∂u

∂xj
=
∂P

∂xj
ω + P

(
n∑
k=1

∂ω

∂σk

∂σk
∂xi

+
∂ω

∂η

∂η

∂xj

)
,

∂2u

∂x2j
= P

n∑
k=1

∂2ω

∂x2k

(
∂σk
∂xj

)2

+ 2P
n∑
k=1

(
n∑

l=k+1

∂2ω

∂σk∂σl

∂σl
∂xj

+
∂2ω

∂σk∂η

∂η

∂xj

)
∂σk
∂xj

+

n∑
k=1

[(
2
∂P

∂xj

∂σk
∂xj

+ P
∂2σk
∂x2j

)
∂ω

∂σk
+

(
2
∂P

∂xj

∂η

∂xj
+ P

∂2η

∂x2j

)
∂ω

∂η

]
+
∂2P

∂x2j
ω.

Now substituting product (23) into equation (22), we obtain

n∑
k=1

Ak
∂2ω

∂σ2k
+An+1

∂2ω

∂η2
+
n−1∑
k=1

n∑
l=k+1

Bk,l
∂2ω

∂σk∂σl
+

+
n∑
k=1

Bk,n+1
∂2ω

∂σk∂η
+

n∑
k=1

Dk
∂ω

∂σk
+Dn+1

∂ω

∂η
+ Eω = 0,

(26)

where

Ak = P

n∑
j=1

sgn(p− j)
(
∂σk
∂xj

)2

, An+1 = P

n∑
j=1

sgn(p− j)
(
∂η

∂xj

)2

,

Bk,l = 2P

n∑
j=1

sgn(p− j)∂σk
∂xj

∂σl
∂xj

, Bk,n+1 = 2P

n∑
j=1

sgn(p− j)∂σk
∂xj

∂η

∂xj
,

Dk =

n∑
j=1

sgn(p− j)

(
P
∂2σk
∂x2j

+ 2
∂P

∂xj

∂σk
∂xi

+ 2P
αj
xj

∂σk
∂xj

)
,

Dn+1 =

n∑
j=1

sgn(p− j)

(
P
∂2η

∂x2j
+ 2

∂P

∂xj

∂η

∂xj
+ 2P

αj
xj

∂η

∂xj

)
,

E =

n∑
j=1

sgn(p− j)

(
∂2P

∂x2j
+

2αj
xj

∂P

∂xj

)
+ λP.

Let us calculate the derivatives appearing in these coefficients:

∂σk
∂xk

= −sgn(p− k)

(
4ξk
r2

+
2 (xk − ξk)

r2
σk

)
, k = 1, n; (27)

∂σk
∂xj

= −sgn(p− j)2 (xj − ξj)
r2

σk, j 6= k, j, k = 1, n; (28)
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∂2σk
∂x2k

= sgn(p− k)

(
4ξk
xkr2

σk −
6

r2
σk

)
+

8 (xk − ξk)2

r4
σk, k = 1, n; (29)

∂2σk
∂x2j

= −sgn(p− j) 2

r2
σk +

8 (xj − ξj)2

r4
σk, j 6= k, j, k = 1, n; (30)

∂η

∂xj
=
λ

2
sgn(p− j) (xj − ξj) ,

∂2η

∂x2j
=
λ

2
sgn(p− j), j = 1, n; (31)

∂P

∂xj
= −2βr−2β−2sgn(p− j) (xj − ξj) , j = 1, n; (32)

∂2P

∂x2j
= 4βr−2β−2

[
(1 + β)

(xj − ξj)2

r2
− 1

2
sgn(p− j)

]
, j = 1, n. (33)

Taking into account (27)–(33), the coefficients of equation (26) take the form

Ak = −4P (r)

r2
ξk
xk
σk (1− σk) , Bk,n+1 =

4P (r)

r2
ξk
xk
σkη +

λ2

2
P (r)σk, k = 1, n; (34)

Bkl =
4P (r)

r2

(
ξk
xk

+
ξl
xl

)
σkσl, k < l, k, l = 1, n; An+1 = −λP (r)η, (35)

Dk = −4P (r)

r2

{
(2αk − βσk)

ξk
xk
− σk

n∑
i=1

ξi
xi
αi

}
, k = 1, n; (36)

Dn+1 =
4P (r)

r2
η

n∑
i=1

ξi
xi
αi − λP (r)β, E =

4βP (r)

r2

n∑
i=1

ξi
xi
αi + λP (r). (37)

Substituting coefficients (34)–(37) into equation (26) and grouping similar terms, we obtain

σi (1− σi)
∂2ω

∂σ2i
− σi

n∑
j=1,j 6=i

σj
∂2ω

∂σi∂σj
+ σiη

∂2ω

∂σi∂η
+ [2αi − (β + αi + 1)σi]

∂ω

∂σi

−αi
n∑

j=1,j 6=i
σj
∂ω

∂σj
+ αiη

∂ω

∂η
− βαiω = 0, i = 1, n,

η
∂2ω

∂η2
−

n∑
j=1

σj
∂2ω

∂σj∂η
+ (1− β)

∂ω

∂η
+ ω = 0.

(38)

Thus, the multidimensional ultrahyperbolic equation (22) equivalently reduced to system (38).
Comparing system (38) with system (19) and, by virtue of (23), (20) and (21), we obtain particular

solutions of equation (22):

qp0 (x; ξ) = Cp0 r
−2β
p H

(n,1)
A

[
β, α1, . . . , αn;
2α1, . . . , 2αn;

σp, ηp

]
, (39)

qpj (x; ξ) = Cpj r
−2β−2j+4α1+...+4αj
p

j∏
k=1

(xkξk)
1−2αk ×

×H
(n,1)
A

[
β + j − 2α1 − . . .− 2αj , 1− α1, . . . , 1− αj , αj+1, . . . , αn;

2− 2α1, . . . , 2− 2αj , 2αj+1, . . . , 2αn;
σp, ηp

]
, (40)

where Cp0, . . . ,Cpn are arbitrary constants; β, σp and ηp are defined in (25); j = 1, n, p = 1, n− 1.
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4 Some properties of particular solutions

It can be shown directly that the particular solutions qpi (x; ξ) defined in (39) and (40) satisfy
equation (22) with respect to the variables x, but these functions with respect to the same variables
do not satisfy the adjoint equation

L∗(u) ≡
n∑
j=1

sgn(p− j)

(
∂2u

∂x2j
− ∂

∂xj

(
2αju

xj

))
+ λu = 0, x ∈ Ω. (41)

Let’s introduce some notations for brevity

x(2α) :=

n∏
i=1

x2αi
i , x̃

(2α)
j :=

n∏
i=1, i 6=j

x2αi
i , j = 1, n.

Lemma 1. If qpk (x; ξ) are particular solutions to equation (22) with respect to the variables x, then
the following functions

q̃pk (x; ξ) = x(2α)qpk (x; ξ) (42)

are satisfied equation (22) with respect to the variables ξ and adjoint equation (41) with respect to
the variables x, where k = 0, n, p = 1, n− 1.

Proof. From the definition of variables ξp and ηp (see eq. (25)) it follows that each particular solution
qpk (x; ξ) defined in (39) and (40) is symmetric with respect to the variables x and ξ. Therefore, the
arbitrary solution of equation (22) with respect to the variables x is simultaneously the solution of the
same equation with respect to the variables ξ and vice versa.

Now, assuming that the function qpk (x; ξ) satisfies equation L (qpk) = 0, we substitute the function
q̃pk (x; ξ) defined in (42) into the adjoint equation L∗ (q̃pk) = 0. First, we calculate the necessary partial
derivatives

∂q̃pk
∂xj

=
∂

∂xj

(
x(2α)qpk

)
= 2αj x̃

(2α)
j x

2αj−1
j qpk + x(2α)

∂qpk
∂xj

,

∂2q̃pk
∂x2j

= 2αj (2αj − 1) x̃
(2α)
j x

2αj−2
j qpk + 4αj x̃

(2α)
j x

2αj−1
j

∂qpk
∂xj

+ x(2α)
∂2qpk
∂x2j

,

∂

∂xj

(
2αj q̃pk
xj

)
= 2αj (2αj − 1) x̃

(2α)
j x

2αj−2
j qpk + 2αj x̃

(2α)
j x

2αj−1
j

∂qpk
∂xj

and substitute them into adjoint equation (41):

L∗ (q̃pk) = x(2α)L (qpk) = 0.

The last double relation completes the proof of Lemma 1.

Therefore, the following functions

qp0 (x; ξ) = Cp0 r
−2β
p

n∏
j=1

x
2αj

j ·H(n,1)
A

[
β, α1, . . . , αn;
2α1, . . . , 2αn;

ξp; ηp

]
, (43)

qpk (x; ξ) = Cpk r
−2β−2k+4α1+...+4αk
p

n∏
j=1

x
2αj

j ·
k∏
j=1

(xjξj)
1−2αj ×

×H
(n,1)
A

[
β + k − 2α1 − . . .− 2αk, 1− α1, . . . , 1− αk, αk+1, . . . , αn;

2− 2α1, . . . , 2− 2αk, 2αk+1, . . . , 2αn;
ξp; ηp

]
, (44)

are also partial solutions to equation (22).
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Theorem 3. If 0 < 2αj < 1, then the particular solutions qpk (x; ξ) defined in (43) and (44) have a

singularity of the order
1

rn−2p
at rp → 0, where k = 0, n, j = 1, n, p = 1, n− 1.

Proof. We consider the first particular solution qp0 (x; ξ), defined in (43), the singularity of the
remaining solutions is proved in a similar way.

By virtue of an equality 2β = n− 2 + 2α, where α := α1 + . . .+ αn (see eq. (24)), we can rewrite
the particular solution qp0 (x; ξ) in the form

q0 (x; ξ) =
1

rn−2p
q̃0 (x, ξ) ,

where

q̃p0 = Cp0
x(2α)

r2αp
H

(n,1)
A

[
β, α1, . . . , αn;
2α1, . . . , 2αn;

− 4x1ξ1
r2p

, . . . ,−4xpξp
r2p

,
4xp+1ξp+1

r2p
, . . . ,

4xnξn
r2p

,
1

4
λr2p

]
. (45)

Now we show that q̃p0 (x, ξ) is bounded at rp → 0. On the right side (45) we make a replacement
xj − ξj = εtj (j = 1, n), where t := (t1, . . . , tn) are new variables and ε ≥ 0, then

q̃p0 (x; ξ − εt) = Cp0
x(2α)ε−2α

T 2α
p

H
(n,1)
A

[
β, α1, . . . , αn;
2α1, . . . , 2αn;

1− z1(ε)

ε2
, . . . , 1− zn(ε)

ε2
,
1

4
λε2T 2

p

]
,

where

zj(ε) =
T 2
p ε

2 + sgn(p− j) · 4xj (xj − εtj)
T 2
p

, T 2
p =

p∑
j=1

sgn(p− j)t2j , j = 1, n.

Using limit correlation (15), we have

lim
ε→0

q̃p0 (x, ξ − εt) = Cp0
Γ(β − α)

42αΓ(β)

n∏
j=1

Γ (2αj)

Γ (αj)
<∞.

Thus the function q̃p0 (x; ξ) is bounded, hence the function qp0 (x; ξ) has the singularity of the order
1

rn−2p
at rp → 0.

Conclusion

In conclusion, we note that particular solutions satisfying the singular elliptic and ultrahyperbolic
equations (2) and (3) (respectively, equations (4) and (22)) are always expressed in terms of the
Lauricella function F (n)

A (respectively, the confluent hypergeometric function H
(n,1)
A ), the variables of

which differ from each other only in signs, depending on the equation under consideration.
During the study, it became clear that solutions to second-order equations are expressed in terms of

second-order hypergeometric functions, i.e. the order of the equation under consideration is equal to the
order of the hypergeometric function through which particular (fundamental) solutions are expressed.
This circumstance must be taken into account when constructing partial solutions of singular equations
when their order exceeds two. For example, knowing that in [3] all 8 self-similar solutions to the
equation

Lu = xnymut − tkymuxxx − tkxnuyyy = 0, m, n, k = const > 0
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in the domainD1 = {(x, y, t) : x > 0, y > 0, t > 0} are written by third-order hypergeometric Kampé
de Fériet function in two variables, we can guess that particular solutions of the equation

n∏
j=1

x
mj

j ·
∂u

∂t
− tl

n∑
k=1

 n∏
j=1,j 6=k

x
mj

j

 ∂pu

∂xpk
= 0, l > 0, mj > 0, j = 1, n

in the domain D2 = {(x, t) : x1 > 0, . . . , xn > 0, t > 0} are expressed through some confluent
hypergeometric function of n variables with the order p.
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Domains with Rapidly Oscillating Boundary: Subcritical Case

G.F. Azhmoldaev1, K.A. Bekmaganbetov2,3, G.A. Chechkin4,5, V.V. Chepyzhov6,7

1L.N. Gumilyov Eurasian National University, Astana, Kazakhstan;
2Kazakhstan Branch of M.V. Lomonosov Moscow State University, Astana, Kazakhstan;

3Institute of Mathematics and Mathematical Modeling, Almaty, Kazakhstan;
4M.V. Lomonosov Moscow State University, Moscow, Russia;

5Institute of Mathematics with Computing Center Subdivision of the Ufa Federal Research Center
of Russian Academy of Science, Ufa, Russia;

6Institute for Information Transmission Problems, Russian Academy of Sciences, Moscow, Russia;
7National Research University Higher School of Economics, Nizhny Novgorod, Russia

(E-mail: azhmoldaevgf@gmail.com, bekmaganbetov-ka@yandex.kz, chechkin@mech.math.msu.su, chep@iitp.ru)

We consider the reaction–diffusion system of equations with rapidly oscillating terms in the equation and
in boundary conditions in a domain with locally periodic oscillating boundary. In the subcritical case (the
Fourier boundary condition is changed to the Neumann boundary condition in the limit) we proved that
the trajectory attractors of this system converge in a weak sense to the trajectory attractors of the limit
(homogenized) reaction–diffusion systems in domain independent of the small parameter, characterizing
the oscillation rate. To obtain the results we use the approach of homogenization theory, asymptotic
analysis and methods of the theory concerning trajectory attractors of evolution equations. Defining the
appropriate functional and topological spaces with weak topology, we prove the existence of trajectory
attractors and global attractors for these systems. Then we formulate the main Theorem and prove it
with the help of auxiliary Lemmata. Applying the homogenization method and asymptotic analysis we
derive the homogenized (limit) system of equations, prove the existence of trajectory attractors and global
attractors and show the convergence of trajectory and global attractors.

Keywords: attractors, homogenization, reaction–diffusion equations, nonlinear equations, weak conver-
gence, rapidly oscillating boundary.

2020 Mathematics Subject Classification: 35B27, 35B40, 35B41, 35D30.

Introduction

Recently, the attention of scientists has been attracted by various problems for evolution equations
with dissipation, in which small parameters are present. To study such problems it is important to
use asymptotic methods and homogenization theory. In the present paper we study homogenization
problem for reaction–diffusion system of equations in domains with very rapidly oscillating boundary
(see for detailed geometric settings [1]). We derive the homogenized (limit) system of equations in
domain without oscillation of the boundary, then we prove the existence of trajectory and global
attractors for the given and homogenized systems and also prove the convergence of attractors of the
given system to the attractors of the homogenized system as the small parameter characterizing the
oscillations, tends to zero, i.e. we prove the Hausdorff convergence of attractors as the small parameter
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tends to zero. In many pure mathematical papers, one can find the asymptotic analysis of problems
in domains with rapidly oscillating boundaries (see, for example, [1–12]). We want to mention here
the basic frameworks [13, 14], where one can find these approaches and methods as well as the detail
bibliography.

The basic theory of attractors one can find, for instance, [15–17] and see also the references in these
monographs (see also [18]). Homogenization of attractors were studied in [17,19–21] (see also [22–30]).

In this present paper we give the proofs of weak convergence of the trajectory attractor Aε of the
reaction–diffusion systems in a domain with oscillating boundary, as ε→ 0, to the trajectory attractor
A of the homogenized systems in some natural functional space. We also proved the convergence of
the global attractor Aε to A as ε → 0. Here, the small parameter ε characterizes the period and the
amplitude of the oscillations. The parameter ε is included also in Fourier condition on a part of the
boundary, and we consider the case in which the Fourier condition transforms to the Neumann one
(subcritical case) as the small parameter tends to zero.

The first section is devoted to basic settings, in the second section we describe the limiting (ho-
mogenized) reaction–diffusion system and its trajectory attractor. The third section contains auxiliary
results and in the fourth section the proof of the main Theorem is presented.

1 Statement of the problem

Let Ω be a bounded domain in Rd, d ≥ 2, with smooth boundary ∂Ω = Γ1 ∪ Γ2, where Ω lies in
a half-space xd > 0 and Γ1 ⊂ {x : xd = 0}. Given smooth nonpositive 1-periodic in the ξ̂ function
F (x̂, ξ̂), x̂ = (x1, ..., xd−1), ξ̂ = (ξ1, ..., ξd−1), define the domain Ωε as follows: ∂Ωε = Γε1 ∪ Γ2, where
we set Γε1 = {x = (x̂, xd) : (x̂, 0) ∈ Γ1, xd = εαF (x̂, x̂/ε)}, α < 1, i.e. we add thin oscillating layer
Πε = {x = (x̂, xd) : (x̂, 0) ∈ Γ1, xd ∈ [0, εαF (x̂, x̂/ε))} to the domain Ω. Usually, we assume F (x̂, ξ̂)
to be compactly supported on Γ1 uniformly in ξ̂. Consider the following boundary-value problem:

∂uε
∂t = λ∆uε − a

(
x, xε

)
f(uε) + h

(
x, xε

)
, x ∈ Ωε, t > 0,

∂uε
∂ν + εβp(x̂, x̂ε )uε = ε1−αg(x̂, x̂ε ), x = (x̂, xd) ∈ Γε1, t > 0,
uε = 0, x ∈ Γ2, t > 0,
uε = U(x), x ∈ Ωε, t = 0,

(1)

where uε = uε(x, t) = (u1, . . . , un)> is an unknown vector function, the nonlinear function
f = (f1, . . . , fn)> is given, h = (h1, . . . , hn)> is the known right-hand side function, and λ is an n×n-
matrix with constant coefficients, having a positive symmetrical part: 1

2(λ+λ>) ≥ $I (where I is the

unit matrix with dimension n). We assume that p
(
x̂, ξ̂
)

= diag {p1, . . . , pn}, g
(
x̂, ξ̂
)

= (g1, . . . , gn)>

are continuous, 1-periodic in ξ̂ and pi
(
x̂, ξ̂
)
, i = 1, . . . n, are positive. Here ∂

∂ν is the normal derivative

of the function multiplied by a matrix, i.e. ∂
∂ν :=

n∑
j=1

d∑
k=1

λij
∂
∂xk

Nk, i = 1, . . . , n, and N = (N1, . . . , Nd)

is the unit outer normal to the boundary of the domain Ωε. Let us denote by pmax the maximum of p
on Γ1.

In this paper we investigate evolution equations and their trajectory attractors depending on a
small parameter ε > 0 (see for details [26]). We consider the subcritical case, i.e. β > 1− α.

Function a(x, ξ) ∈ C(Ωε × Rd) such that 0 < a0 ≤ a(x, ξ) ≤ A0 with some coefficient a0, A0.
Assuming that function aε(x) = a

(
x, xε

)
has average a(x) when ε→ 0+ in space L∞,∗w(Ω), that is∫

Ω

a
(
x,
x

ε

)
ϕ(x)dx→

∫
Ω

a(x)ϕ(x)dx (ε→ 0+) (2)

for any function ϕ ∈ L1(Ω).
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Denote by V (respectively Vε) the Sobolev space H1(Ω,Γ2) (respectively H1(Ωε,Γ2)), i.e. the
space of functions from the Sobolev space H1(Ω) (respectively H1(Ωε)) with zero trace on Γ2. We also
denote by V ′ (respectively V ′ε ) the dual space for V (respectively Vε), i.e. the space of linear bounded
functionals on V (respectively Vε). Denote by Ω+ such a domain that Ωε ⊂ Ω+ for any ε. For the
vector function h (x, ξ), assume that for any ε > 0 the function hiε(x) = hi

(
x, xε

)
∈ L2(Ω+) and has

the average hi(x) in the space L2(Ω+) for ε→ 0+, that is

hi
(
x,
x

ε

)
⇀ hi(x) (ε→ 0+) weakly in L2(Ω+),

or ∫
Ω+

hi
(
x,
x

ε

)
ϕ(x)dx→

∫
Ω+

hi(x)ϕ(x)dx (ε→ 0+) (3)

for any function ϕ ∈ L2(Ω+) and for all i = 1, . . . , n.
From the condition (3), it follows that the norm of the function hiε(x) is bounded uniformly in ε,

in the space L2(Ωε), i.e.
‖hiε(x)‖L2(Ωε) ≤M0, ∀ε ∈ (0, 1]. (4)

It is assumed that the vector function f(v) ∈ C(Rn;Rn) satisfies the following inequalities

n∑
i=1

|f i(v)|pi/(pi−1) ≤ C0

(
n∑
i=1

|vi|pi + 1

)
, 2 ≤ p1 ≤ . . . ≤ pn−1 ≤ pn, (5)

n∑
i=1

γi|vi|pi − C ≤
n∑
i=1

f i(v)vi, ∀v ∈ Rn, (6)

for γi > 0 for any i = 1, . . . , n. The inequality (5) is due to the fact that in real reaction-diffusion
systems, the functions f i(u) are polynomials with possibly different degrees. Inequality (6) calls
dissipativity condition for the reaction-diffusion system (1). In a simple model case pi ≡ p for any
i = 1, . . . , n, condition (5) and (6) reduce to the following inequalities

|f(v)| ≤ C0

(
|v|p−1 + 1

)
, γ|v|p − C ≤ f(v)v, ∀v ∈ Rn.

Note that the fulfillment of the Lipschitz condition for the function f(v) with respect to the variable
v is not expected.

Remark 1. Using the methods presented, it is also possible to study systems in which nonlinear

terms have the form
m∑
j=1

aj
(
x, xε

)
fj(u), where aj are matrices whose elements allow averaging and

fj(u) polynomial vectors of u, which satisfy conditions of the form (5)–(6). For brevity, we study the
case m = 1 and a1

(
x, xε

)
= a

(
x, xε

)
I, where I is the identity matrix.

Denote
G(x̂) =

∫
[0,1)d−1

√
|∇ξ̂F (x̂, ξ̂)|2 g(x̂, ξ̂) dξ̂, (7)

and we have the following convergence (see [1]):

ε1−α
∫
Γε1

gi
(
x̂,
x̂

ε

)
υ

(
x̂, εαF

(
x̂,
x̂

ε

))
ds→

∫
Γ1

Gi (x̂) υ (x) ds

for any υ ∈ H1(Ωε) by ε→ 0. Here ds is the element of (d−1)-dimensional measure on the hypersurface.
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Let us introduce the following notation for the spaces H := [L2(Ω)]n, Hε := [L2(Ωε)]
n,

V := [H1(Ω,Γ2)]n, Vε := [H1(Ωε; Γ2)]n. The norms in these spaces are determined as follows

‖v‖2 :=

∫
Ω

n∑
i=1

|vi(x)|2dx, ‖v‖2ε :=

∫
Ωε

n∑
i=1

|vi(x)|2dx,

‖v‖21 :=

∫
Ω

n∑
i=1

|∇vi(x)|2dx, ‖v‖21,ε :=

∫
Ωε

n∑
i=1

|∇vi(x)|2dx.

We denote by V′ the dual space to the space V, and by V′ε the dual space to the space Vε.
Let qi = pi/(pi − 1) for any i = 1, . . . , n. We will use the following vector notation p = (p1, . . . , pn)

and q = (q1, . . . , qn), and also define spaces

Lp := Lp1(Ω)× . . .× Lpn(Ω), Lp,ε := Lp1(Ωε)× . . .× Lpn(Ωε),

Lp(R+;Lp) := Lp1(R+;Lp1(Ω))× . . .× Lpn(R+;Lpn(Ω)),

Lp(R+;Lp,ε) := Lp1(R+;Lp1(Ωε))× . . .× Lpn(R+;Lpn(Ωε)).

As in [17,31] we study weak solutions of the initial boundary value problem (1), that is, functions

uε(x, t) ∈ Lloc∞ (R+;Hε) ∩ Lloc2 (R+;Vε) ∩ Llocp (R+;Lp,ε)

which satisfy the equation (1) in the distributional sense (the sense of generalized functions), that is,
the integral identity holds

−
∫

Ωε×R+

uε ·
∂ψ

∂t
dxdt+

∫
Ωε×R+

λ∇uε · ∇ψ dxdt+

∫
Ωε×R+

aε(x)f(uε) · ψ dxdt+

+εβ
∫

Γε1×R+

p

(
x̂,
x̂

ε

)
uε · ψ dsdt =

∫
Ωε×R+

hε(x) · ψ dxdt+ ε1−α
∫

Γε1×R+

g

(
x̂,
x̂

ε

)
· ψ dsdt

for any function ψ ∈ C∞0 (R+;Vε ∩ Lp,ε). Here y1 · y2 means scalar product of vectors y1, y2 ∈ Rn.
If uε(x, t) ∈ Lp(0,M ;Lp,ε), then from the condition (5) it follows that f(u(x, t)) ∈ Lq(0,M ;Lq,ε).

At the same time, if uε(x, t) ∈ L2(0,M ;Vε), then λ∆uε(x, t) + hε (x) ∈ L2(0,M ;V′ε). Therefore, for
an arbitrary weak solution uε(x, s) to problem (1), satisfies

∂uε(x, t)

∂t
∈ Lq(0,M ;Lq,ε) + L2(0,M ;V′ε).

From the Sobolev embedding theorem it follows that

Lq(0,M ;Lq,ε) + L2(0,M ;V′ε) ⊂ Lq

(
0,M ;H−rε

)
,

where spaceH−rε := H−r1(Ωε)×. . .×H−rn(Ωε), r = (r1, . . . , rn) and indexes ri = max {1, d(1/qi − 1/2)}
by i = 1, . . . , n. Here H−r(Ωε) denotes the space conjugate to the Sobolev space

◦
W r

2 (Ωε) with index
r > 0 in the domain Ωε.

Therefore, for any weak solution uε(x, t) to problem (1), its time derivative ∂uε(x,t)
∂t belongs to

Lq (0,M ;H−rε ).
Remark 2. Existence of a weak solution u(x, t) to problem (1) for any initial data U ∈ Hε and fixed

ε, can be proved in the standard way (see, for example, [16, 31]). This solution may not be unique,
since the function f(v) satisfies only the conditions (5), (6) and it is not assumed that the Lipschitz
condition is satisfied with respect to v.
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The following Lemma is proved in a similar way to the proposition XV. 3.1 from [17].

Lemma 1. Let uε(x, t) ∈ Lloc2 (R+;Vε) ∩ Llocp (R+;Lp,ε) be the weak solution of problem (1). Then
(i) uε ∈ C(R+;Hε);
(ii) function ‖uε(·, t)‖2 is absolutely continuous on R+, and moreover

1

2

d

dt
‖uε(·, t)‖2 +

∫
Ωε

λ∇uε(x, t) · ∇uε(x, t)dx+

∫
Ωε

aε(x)f(uε(x, t)) · uε(x, t)dx+ (8)

+εβ
∫
Γε1

p

(
x̂,
x̂

ε

)
uε(x, t) · uε(x, t) ds =

∫
Ωε

hε(x) · uε(x, t)dx+ ε1−α
∫
Γε1

g

(
x̂,
x̂

ε

)
· uε(x, t) ds,

for almost all t ∈ R+.

To define the trajectory space K+
ε for (1), we use the general approaches of Section 2 from [26] and

for every [t1, t2] ∈ R, we have the Banach spaces

Ft1,t2 := Lp(t1, t2;Lp) ∩ L2(t1, t2;V) ∩ L∞(t1, t2;H) ∩
{
v
∣∣∣ ∂v
∂t
∈ Lq

(
t1, t2;H−r

)}
(sometimes we omit the parameter ε for brevity) with the following norm:

‖v‖Ft1,t2 := ‖v‖Lp(t1,t2;Lp) + ‖v‖L2(t1,t2;V) + ‖v‖L∞(0,M ;H) +

∥∥∥∥∂v∂t
∥∥∥∥
Lq(t1,t2;H−r)

.

Setting Dt1,t2 = Lq (t1, t2;H−r), we obtain Ft1,t2 ⊆ Dt1,t2 and for u(t) ∈ Ft1,t2 , we have A(u(t)) ∈
Dt1,t2 . One considers now weak solutions to (1) as solutions of an equation in the general scheme of
Section 2 from [26].

Consider the spaces

F loc+ = Llocp (R+;Lp) ∩ Lloc2 (R+;V) ∩ Lloc∞ (R+;H) ∩
{
v
∣∣∣ ∂v
∂t
∈ Llocq (R+;H−r)

}
,

F locε,+ = Llocp (R+;Lp,ε) ∩ Lloc2 (R+;Vε) ∩ Lloc∞ (R+;Hε) ∩
{
v
∣∣∣ ∂v
∂t
∈ Llocq (R+;Hε

−r)

}
.

We introduce the following notation. Let K+
ε be the set of all weak solutions to (1). For any

U ∈ H, there exists at least one trajectory u(·) ∈ K+
ε such that u(0) = U(x). Consequently, the space

K+
ε to (1) is not empty and is sufficiently large.
We define metrics ρt1,t2(·, ·) in the spaces Ft1,t2 by means of the norms from L2(t1, t2;H). We get

ρt1,t2(u, v) =

 t2∫
t1

‖u(t)− v(t)‖2Hdt

1/2

∀u(·), v(·) ∈ Ft1,t2 .

The topology Θloc
+ in F loc+ is generated by these metrics. Let us recall that {vk} ⊂ F loc+ converges to

v ∈ F loc+ as k →∞ in Θloc
+ if ‖vk(·)− v(·)‖L2(t1,t2;H) → 0 (k →∞) for all [t1, t2] ⊂ R+. The topology

Θloc
+ is metrizable. We consider this topology in the trajectory space K+

ε of (1). Similarly, we define
the topology Θloc

ε,+ in F locε,+.
Denote by S(τ) the translation semigroup, i.e. S(τ)u(t) = u(t + τ). The translation semigroup

S(τ) acting on K+
ε , is continuous in the topology Θloc

ε,+. It is easy to see that K+
ε ⊂ F locε,+ and the space

K+
ε is translation invariant, i.e. S(τ)K+

ε ⊆ K+
ε for all τ ≥ 0.
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Using the scheme of Section 3 from [18] and Section 2 from [26], one can define bounded sets in
the space K+

ε by means of the Banach space Fbε,+. We naturally get

Fbε,+ = Lbp(R+;Lp,ε) ∩ Lb2(R+;Vε) ∩ L∞(R+;Hε) ∩
{
v
∣∣∣ ∂v
∂t
∈ Lbq(R+;H−rε )

}
and the space Fbε,+ is a subspace of F locε,+.

Definition 1. [17] A set A ⊆ K+ is called the trajectory attractor of the translation semigroup
{S(τ)} on K+ in the topology Θloc

+ , if
(i) A is bounded in Fb+ and compact in Θloc

+ ;
(ii) the set A is strictly invariant with respect to the semigroup: S(τ)A = A for all τ ≥ 0;
(iii) A is an attracting set for {S(τ)} on K+ in the topology Θloc

+ , that is, for each M > 0, we have

distΘ0,M
(Π0,MS(τ)B,Π0,MA)→ 0 (τ → +∞),

where distM(X,Y ) := supx∈X distM(x, Y ) = supx∈X infy∈Y ρM(x, y) is the Hausdorff semidistance
from a set X to a set Y in a metric space M. We remember that the Hausdorff semidistance is not
symmetric, for any B ⊆ K+ bounded in Fb+ and for each M > 0.

Suppose that Kε is the kernel to (1), that consists of all weak complete solutions u(t), t ∈ R, to our
system, bounded in

Fbε = Lbp(R;Lp,ε) ∩ Lb2(R;Vε) ∩ L∞(R;Hε) ∩
{
v
∣∣∣ ∂v
∂t
∈ Lbq(R;H−rε )

}
.

In analogous way we define the topology Θloc
ε in Fbε .

Proposition 1. Problem (1) has the trajectory attractors Aε in the topological space Θloc
ε,+. The set

Aε is bounded in Fbε,+ and compact in Θloc
ε,+. Moreover, Aε = Π+Kε, the kernel Kε is non-empty and

bounded in Fbε and compact in Θloc
ε .

To prove this proposition we use the approach of the proof from [17]. To prove the existence of an
absorbing set (bounded in Fbε,+ and compact in Θloc

ε,+) one can use Lemma 1 similar to [17].
It is easy to verify, that Aε ⊂ B0(R) for all ε ∈ (0, 1). Here B0(R) is a ball in Fbε,+ with a sufficiently

large radius R. Due to the Aubin-Lions-Simon Lemma (see Lemma from [32]), we have

B0(R) b Lloc2 (R+;H1−δ
ε ), (9)

B0(R) b Cloc(R+;H−δε ), 0 < δ ≤ 1. (10)

Bearing in mind (9) and (10), the attraction to the constructed trajectory attractor can be strengthen.

Corollary 1. For any bounded in Fbε,+ set B ⊂ K+
ε , we get

distL2(0,M ;H1−δ
ε ) (Π0,MS(τ)B,Π0,MKε)→ 0,

distC([0,M ];H−δε ) (Π0,MS(τ)B,Π0,MKε)→ 0 (τ →∞),

where M is a positive constant.

Recall that Ω ⊂ Ωε and Ω lies in the positive half-space {xd > 0}. Therefore, any function u(x, t)
with x ∈ Ωε that belongs to the space Fbε,+ and is restricted to the domain Ω, belongs to the space Fb+
and, moreover,

‖u‖Fb+ ≤ ‖u‖Fbε,+ .

Using this observation, we have
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Corollary 2. The trajectory attractors Aε are uniformly (w.r.t. ε ∈ (0, 1)) bounded in Fb+. The
kernels Kε are uniformly (w.r.t. ε ∈ (0, 1)) bounded in Fb.

Definition 2. We say that the trajectory attractors Aε converge to the trajectory attractor A as
ε → 0 in the topological space Θloc

+ if for any neighbourhood O(A) in Θloc
+ , there is an ε1 ≥ 0 such

that Aε ⊆ O(A) for any ε < ε1, that is, for each M > 0, we have

distΘ0,M
(Π0,MAε,Π0,MA)→ 0 (ε→ 0).

2 Homogenized reaction-diffusion system and its trajectory attractor (the case β > 1− α)

In the next sections, we study the behaviour of the problem (1) as ε → 0 in the subcritical case
β > 1 − α. We have the following “formal” limit problem with inhomogeneous Fourier boundary
condition 

∂u0
∂t = λ∆u0 − a (x) f(u0) + h (x) , x ∈ Ω, t > 0,
∂u0
∂ν = G(x̂), x = (x̂, 0) ∈ Γ1, t > 0,
u0 = 0, x ∈ Γ2, t > 0,
u0 = U(x), x ∈ Ω, t = 0.

(11)

Here a(x) and h(x) are defined in (2) and (3), respectively, G(x̂) was defined in (7).
As before, we consider weak solutions of the problem (11), that is, functions

u(x, t) ∈ Lloc∞ (R+;H) ∩ Lloc2 (R+;V) ∩ Llocp (R+;Lp) ,

which satisfy the following integral identity:

−
∫

Ω×R+

u · ∂ψ
∂t

dxdt+

∫
Ω×R+

λ∇u · ∇ψ dxdt+

∫
Ω×R+

ā(x)f(u) · ψ dxdt =

∫
Ω×R+

h̄(x) · ψ dxdt+

∫
Γ1×R+

G (x̂) · ψ dsdt

(12)
for any function ψ ∈ C∞0 (R+;V ∩ Lp). For any weak solution u(x, t) to problem (11), we have
that ∂u(x,t)

∂t ∈ Lq (0,M ;H−r) (see Section 1). Recall, that the “limit” domain Ω in (11) and (12) is
independent of ε and its boundary contains the plain part Γ1.

Similar to (1), for any initial data U ∈ H, the problem (11) has at least one weak solution (see
Remark 2). Lemma 1 also holds true for the problem (11) with replacing the ε-depending coefficients
a, h, p and g by the corresponding averaged coefficients a(x), h(x), P (x̂), and G(x̂).

As usual, let K+ be the the trajectory space for (11) (the set of all weak solutions), that belong to
the corresponding spaces F loc+ and Fb+ (see Section 2 from [26]). Recall that K+ ⊂ F loc+ and the space
K+ is translation invariant with respect to translation semigroup {S(τ)}, that is, S(τ)K+ ⊆ K+ for
all τ ≥ 0. We now construct the trajectory attractor in the topology Θloc

+ for the problem (11) (see
Section 1 and Section 2 from [26]).

Similar to Proposition 1, we have

Proposition 2. Problem (11) has the trajectory attractor A in the topological space Θloc
+ . The set

A is bounded in Fb+ and compact in Θloc
+ . Moreover,

A = Π+K,

the kernel K of the problem (11) is non-empty and bounded in Fb.
We also have that A ⊂ B0(R), where B0(R) is a ball in Fb+ with a sufficiently large radius R.

Finally, the analog of Corollary 1 holds for the trajectory attractor A.

34 Bulletin of the Karaganda University



Homogenization of Attractors ...

Corollary 3. For any bounded in Fb+ set B ⊂ K+, we have

distL2(0,M ;H1−δ)

(
Π0,MS(τ)B,Π0,MK

)
→ 0,

distC([0,M ];H−δε )

(
Π0,MS(τ)B,Π0,MK

)
→ 0 (τ →∞), ∀M > 0.

3 Preliminary Lemmata (The case β > 1− α)

Next Lemmata are proved in [1].

Lemma 2. The convergence

v

(
x̂, εαF

(
x̂,
x̂

ε

))
→ v (x̂, 0) as ε→ 0

strongly in [L2(Γ1)]n and the inequality

‖v‖[L2(Πε)]n ≤ C1

√
εα‖v‖Vε (13)

take place for any v ∈ Vε.

Lemma 3. Let (ds) be an element of the (n− 1)-dimensional volume of Γε1. Then

ds=

(√
1 + ε2−2α

∣∣∣∇ξ̂F (x̂, ξ̂)∣∣∣2 |ξ̂= x̂
ε

)
dx̂(1 +O(ε))=εα−1

(√∣∣∣∇ξ̂F (x̂, ξ̂)∣∣∣2 |ξ̂= x̂
ε

+O(ε1−α)

)
dx̂.

Proposition 3. Uniformly in u, v ∈ [H1/2(Γ1)]n∣∣∣∣∫
Ωε

u · v dx̂
∣∣∣∣ ≤ C2‖u‖[H1/2(Γ1)]n‖v‖[H1/2(Γ1)]n .

Lemma 4. There exists such a positive constant C3, independent of ε, that∫
Ωε

|∇v|2dx+ εβ
∫

Γε1

p

(
x̂,
x̂

ε

)
v · v ds ≥ C3‖v‖Vε

for any v ∈ Vε.

Let us consider auxiliary elliptic problems
λ∆vε + h

(
x, xε

)
= 0, x ∈ Ωε,

∂vε
∂ν + εβp(x̂, x̂ε )vε = ε1−αg(x̂, x̂ε ), x = (x̂, xd) ∈ Γε1,
vε = 0, x ∈ Γ2,

(14)

and 
λ∆v0 + h(x) = 0, x ∈ Ω,
∂v0
∂ν = G(x̂), x = (x̂, 0) ∈ Γ1,
v0 = 0, x ∈ Γ2,

and h(x) is defined in (3), G(x̂) was defined in (7).

Lemma 5. Let β > 1− α. For all v ∈ Vε the following convergences:∣∣∣∣∣∣∣εβ
∫
Γε1

p

(
x̂,
x̂

ε

)
v

(
x̂, εαF

(
x̂,
x̂

ε

))
· v
(
x̂, εαF

(
x̂,
x̂

ε

))
ds

∣∣∣∣∣∣∣→ 0,
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∣∣∣∣∣∣∣ε1−α
∫
Γε1

g

(
x̂,
x̂

ε

)
· v
(
x̂, εαF

(
x̂,
x̂

ε

))
ds−

∫
Γ1

G(x̂) · v(x) ds

∣∣∣∣∣∣∣→ 0

are valid as ε→ 0.

Remark 3. Due to the smoothness of the boundary ∂Ω, the solution v0 belongs to H2(Ω) [33], and,
hence, can be continued on Πε to belong to H2(Ωε) [34].

Lemma 6. Let β > 1−α and F (x̂, ξ̂), g(x̂, ξ̂), p(x̂, ξ̂) be periodic in ξ smooth functions. λ is a given
matrix, h(x, xε ) is right-hand function which satisfies conditions (3) and (4). Suppose that F (x̂, ξ̂)
compactly supported in x ∈ Γ1 uniformly in ξ. Then, for all ε > 0 the existence and uniqueness of
solution to problem (14) follow, and the strong convergence

vε → v0 (15)

in V as ε→ 0 is valid.

Proof. Due to Lemma 4 the existence and the uniqueness of solution to problem (1) can be obtained
on the base of the Lax-Milgram Lemma ([35]). We extend the function v0 to the oscillating layer keeping
the norm. Then, after simple transformations, we find

∫
Ωε

∇(v0−vε)·∇wdx+εβ
∫

Γε1

p(v0−vε)·wds =

∫
Ωε

∇v0·∇wdx−
∫

Ωε

h·wdx−ε1−α
∫

Γε1

g·wds+εβ
∫

Γε1

pv0·wds =

=

∫
Ω
∇v0 · ∇wdx−

∫
Ωε

h · wdx− ε1−α
∫

Γε1

g · wds+

∫
Πε

∇v0∇ · wdx+ εβ
∫

Γε1

pv0 · wds =

=

∫
Πε

∇v0 · ∇wdx− ε1−α
∫

Γε1

g · wds+

∫
Γ1

G(x̂) · wds−
∫

Πε

h · wdx+ εβ
∫

Γε1

pv0 · wds. (16)

According to Lemma 3 and Proposition 3 the last integral in the right-hand side of (16) is estimated
as follows

εβ

∣∣∣∣∣
∫

Γε1

pv0 · wds

∣∣∣∣∣ = εβ

∣∣∣∣∣∣
∫

Γε1

pv0 · w

εα−1

(√∣∣∣∇ξ̂F (x̂, ξ̂)∣∣∣2
∣∣∣∣∣
ξ̂=x̂/ε

+O(ε1−α)

 dx̂

 dx̂
∣∣∣∣∣∣

≤ εβ−1+αC4

∣∣∣∣∫
Γ1

pv0 · wdx̂
∣∣∣∣ ≤ εβ−1+αC4‖w‖H1/2(Γ1) ≤ εβ−1+αC5‖w‖H1(Ωε).

Recall that in the subcritical case β − 1 + α > 0 and, therefore, this term is vanishes as ε→ 0.
By (13) considering the uniform boundedness of ‖v0‖H2(Ωε), we have∣∣∣∣∫

Πε

∇v0 · ∇wdx
∣∣∣∣ ≤ ‖∇v0‖L2(Πε)‖w‖H1(Ωε) ≤ C6

√
εα‖v0‖H2(Ωε)‖w‖H1(Ωε)

and ∣∣∣∣∫
Πε

h · wdx
∣∣∣∣ ≤ ‖h‖L2(Πε)‖w‖L2(Πε) ≤ C6

√
εα‖h‖L2(Ωε)‖w‖H1(Ωε).

Then, Lemma 5 implies ∣∣∣∣∣ε1−α
∫

Γε1

g · wds−
∫

Γ1

G(x̂) · wds

∣∣∣∣∣→ 0 as ε→ 0. (17)
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Combining these inequalities and convergence (17) with (16), we deduce∣∣∣∣∫
Ωε

∇(v0 − vε) · ∇wdx
∣∣∣∣+ εβ

∫
Γε1

p(v0 − vε) · wds→ 0 as ε→ 0.

It remains to substitute w = v0 − vε. Then, (15) follows from Lemma 4 and the Friedrichs type
inequality (see, for example, [34], [36] and [37]). Lemma is proved.

Lemma 7. 1) All solutions uε(t) to (1) satisfy

‖uε(t)‖2ε ≤ ‖uε(0)‖2εe−κ1t +R2
1, (18)

$

t+1∫
t

‖uε(s)‖2ε,1ds+ 2a0

n∑
i=1

γi

t+1∫
t

‖uiε(s)‖
pi
Lpi (Ωε)

ds+ 2pmaxε
1−α

t+1∫
t

‖uε(s)‖2L2(Γε1)ds ≤ ‖uε(t)‖
2
ε +R2

2, (19)

where κ1 > 0 is a constant independent of ε. Positive values R1 and R2 depend on M0 (see (4)) and
do not depend on uε(0) and ε.

2) All solutions u(t) to (11) satisfy the same inequalities (18) and (19) with the norms in the
function spaces over the domain Ω instead Ωε.

Proof. We give a brief outline of the proof (see the details in [17]).
In the right hand side of (8) the integral over the part of the boundary Γε1 is nonnegative, because

of the positiveness of the matrix p. We integrate (8) with respect to t. Then, to estimate the terms

ε1−α
∫
Γε1

g · wds and εβ
∫
Γε1

puε · wds,

we use the Cauchy inequality and the compactness of embedding L2(Γε1) b Vε. For other terms we
use a standard procedure (see [17]). Lemma is proved.

4 Main assertion

Here we formulate the main result concerning the limit behaviour of the trajectory attractors Aε
of the reaction-diffusion systems (1) as ε→ 0 in the subcritical case β > 1− α.

Theorem 1. The following limit holds in the topological space Θloc
+

Aε → A as ε→ 0 + . (20)

Moreover,
Kε → K as ε→ 0 + in Θloc. (21)

Proof. It is easy to see that (21) implies (20). Hence, it is sufficient to prove (21), i.e., for every
neighbourhood O(K) in Θloc, there exists ε1 = ε1(O) > 0, such that

Kε ⊂ O(K) for ε < ε1. (22)

Assume that (22) is not true. Then there exists a neighbourhood O′(K) in Θloc, a sequence
εk → 0 + (k →∞), and a sequence uεk(·) = uεk(t) ∈ Kεk , such that

uεk /∈ O
′(K) for all k ∈ N.
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The function uεk(x, t), t ∈ R is a solution to
∂uεk
∂t = λ∆uεk − a

(
x, xεk

)
f(uεk) + h

(
x, xεk

)
, x ∈ Ωεk ,

∂uεk
∂ν + εβkp(x̂,

x̂
εk

)uεk = ε1−α
k g(x̂, x̂εk ), x ∈ Γεk1 ,

uεk = 0, x ∈ Γ2,

(23)

where β > 1 − α. To obtain a uniform estimate of the solution in ε, we use Lemma 7. By means of
(18) and (19), we obtain that the sequence {uεk(x, t)} is bounded in Fb, i.e.,

‖uεk‖Fb = sup
t∈R
‖uεk(t)‖+ sup

t∈R

 t+1∫
t

‖uεk(ϑ)‖21 dϑ

1/2

+ sup
t∈R

 t+1∫
t

‖uεk(ϑ)‖pLp
dϑ

1/p

+

+ εβ sup
t∈R

t+1∫
t

∫
Γε1

p
(
x̂,
x̂

ε

)
uε(x, ϑ) · uε(x, ϑ) ds dϑ+ sup

t∈R

 t+1∫
t

∥∥∥∥∂uεk∂t
(ϑ)

∥∥∥∥q
H−r

dϑ

1/q

≤ C ∀ k ∈ N. (24)

Remind that here β > 1 − α. The constant C is independent of ε. Consequently, there exists a sub-
sequence {uε′k(x, t)} ⊂ {uεk(x, t)}, such that uε′k(x, t) → u(x, t) as k → ∞ in Θloc. Here u(x, t) ∈ Fb
and u(t) satisfy (24) with the same constant C. Because of (24), we get uε′k(x, t) ⇀ u(x, t) (k → ∞)

weakly in Lloc2 (R;V), weakly in Llocp (R;Lp), ∗-weakly in Lloc∞ (R+;H) and
∂uε′

k
(x,t)

∂t ⇀ ∂u(x,t)
∂t (k →∞)

weakly in Llocq,w (R;H−r). We claim that u(x, t) ∈ K. We have ‖u‖Fb ≤ C. Hence, we have to verify
that u(x, t) = u0(x, t), i.e. is a weak solution to (11).

Using (24) and (3), we find that

∂uεk
∂t
− λ∆uεk − hεk (x) −→ ∂ū

∂t
− λ∆ū− h (x) as k →∞

in the space D′ (R;H−rε ), since the derivative operators are continuous in the space of distributions.
Let us prove that

a

(
x,

x

εk

)
f(uεk) ⇀ ā (x) f(ū) as k →∞ (25)

weakly in Llocq,w (R;Lq). We fix an arbitrary number M > 0. The sequence {uεk(x, t)} is bounded in
Lp (−M,M ;Lp) (see (24)). Then, due to (5) the sequence {f(uεk(t))} is bounded in Lq (−M,M ;Lq).
Since {uεk(x, t)} is bounded in L2 (−M,M ;V) and

{
∂uεk
∂t (t)

}
is bounded in Lq (−M,M ;H−r), we

can assume that uεk(x, t) → ū(x, t) as k → ∞ strongly in L2 (−M,M ;L2) = L2 (Ω×]−M,M [) and,
therefore,

uεk(x, t)→ ū(x, t) as k →∞ for almost all (x, t) ∈ Ω×]−M,M [.

Since the function f(v) is continuous in v ∈ R, we conclude that

f(uεk(x, t))→ f(ū(x, t)) as k →∞ for almost all (x, t) ∈ Ω×]−M,M [. (26)

We have

a

(
x,

x

εk

)
f(uεk)− ā (x) f(ū) = a

(
x,

x

εk

)
(f(uεk)− f(ū)) +

(
a

(
x,

x

εk

)
− ā (x)

)
f(ū). (27)

Let us show that both terms in the right-hand side of (27) tend to zero as k → ∞ weakly in
Lq (−M,M ;Lq) = Lq (Ω× ]−M,M [). First, the sequence a

(
x, xεk

)
(f(uεk)− f(ū)) tends to zero
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as k →∞ for almost all (x, t) ∈ Ω× ]−M,M [ (see (26)). Applying Lemma 1.3 from [38; Ch. 1, Sec. 1],
we conclude that

a

(
x,

x

εk

)(
f(uεk)− f(ū)

)
⇀ 0 as k →∞

weakly in Lq (Ω× ]−M,M [). Second, the sequence
(
a
(
x, xεk

)
− ā (x)

)
f(ū) also tends to zero a k →∞

weakly in Lq (Ω× ]−M,M [), since a
(
x, xεk

)
⇀ ā (x) as k → ∞ ∗-weakly in L∞,∗w (−M,M ;L2) and

f(ū) ∈ Lq (Ω× ]−M,M [). Thus, (25) is proved.
The convergences of εβkp

(
x̂, x̂εk

)
uεk to zero and ε1−α

k g
(
x̂, x̂εk

)
to G(x̂) are obvious due to Lemma 5.

Hence, for u(x, t) = u0(x, t), we have

−
M∫
−M

∫
Ωεk

uεk ·
∂ψ

∂t
dxdt+

M∫
−M

∫
Ωεk

λ∇uεk · ∇ψ dxdt+

M∫
−M

∫
Ωεk

aεk(x)f(uεk) · ψ dxdt+

+εk
β

M∫
−M

∫
Γ
εk
1

p

(
x̂,

x̂

εk

)
uεk · ψ dsdt+ εk

1−α
M∫
−M

∫
Γ
εk
1

g

(
x̂,

x̂

εk

)
· ψ dsdt −→ −

M∫
−M

∫
Ω

u0 ·
∂ψ

∂t
dxdt+

+

M∫
−M

∫
Ω

λ∇u0 · ∇ψ dxdt+

M∫
−M

∫
Ω

a(x)f(u0) · ψ dxdt+

M∫
−M

∫
Γ1

G(x̂) · ψ dxdt

as k →∞.
Using (26), we pass to the limit in the equation (23) as k →∞ in the space D′(R;H−r) and obtain

that the function u0(x, t) satisfies the integral identity (12) and, therefore, it is a complete trajectory
of the equation (11).

Consequently, u0 ∈ K. We have proved above that uεk → u0 as k → ∞ in Θloc. Assumption
uεk /∈ O′(K) (see [39]) implies u0 /∈ O′(K), and, hence, u0 /∈ K. We arrive to the contradiction that
complete the proof of the theorem.

Using the compact inclusions (9) and (10), we can improve the convergence (20).
Corollary 4. For any 0 < δ ≤ 1 and for all M > 0

distL2([0,M ];H1−δ)

(
Π0,MAε,Π0,MA

)
→ 0, (28)

distC([0,M ];H−δ)

(
Π0,MAε,Π0,MA

)
→ 0 (ε→ 0+). (29)

To prove (28) and (29), we repeat the proof of Theorem 1 changing the topology Θloc on Lloc2 (R+;H1−δ)
or Cloc(R+;H−δ).

Finally, we consider the reaction–diffusion systems for which the uniqueness theorem is true for the
Cauchy problem. It suffices to assume that the nonlinear term f(u) in (1) satisfies the condition

(f(v1)− f(v2), v1 − v2) ≥ −C|v1 − v2|2 for any v1, v2 ∈ Rn. (30)

(see [17,31]). In [31] it was proved that if (30) is true, then (1) and (11) generate dynamical semigroups
in H, possessing global attractors Aε and A are bounded in V (see also [16], [15]). Moreover

Aε = {u(0) | u ∈ Aε}, A = {u(0) | u ∈ A}.

The convergence (29) gives
Corollary 5. Under the assumption of Theorem 1 the limit formula takes place

distH−δ
(
Aε,A

)
→ 0 (ε→ 0+).

Mathematics Series. No. 2(118)/2025 39



G.F. Azhmoldaev et al.

Conclusion

In the paper we study the reaction–diffusion systems of equations with rapidly oscillating terms
in domains with locally periodic rapidly oscillating boundary depending on a small parameter. We
construct the homogenized system of equations, define and proved the existence of the trajectory and
global attractors to these systems and prove that they converge in a weak sense to the trajectory and
global attractors of the limit (homogenized) reaction–diffusion systems in domain independent of the
small parameter. In this paper we consider the subcritical case in which the Fourier type boundary
condition transforms to the Neumann boundary condition under the limit passage.
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Paris: Dunod, Gauthier-Villars.

39 Chechkin, G.A., & Piatnitski, A.L. (1998). Homogenization of Boundary–Value Problem in a
Locally Periodic Perforated Domain. Applicable Analysis, 71 (1–4), 215–235. https://doi.org/
10.1080/00036819908840714

42 Bulletin of the Karaganda University

http://dx.doi.org/10.1134/S1061920809010014
http://dx.doi.org/10.1134/S1061920809010014
https://doi.org/10.1080/00036819908840714
https://doi.org/10.1080/00036819908840714


Homogenization of Attractors ...

Author Information∗

Gaziz Faizullaevich Azhmoldaev (corresponding author) — PhD student, L.N. Gumilyov
Eurasian National University, Astana, Kazakhstan; e-mail: azhmoldaevgf@gmail.com; https://orcid.org/
0009-0007-0787-4981

Kuanysh Abdrakhmanovich Bekmaganbetov — Doctor of Physical and Mathematical Scien-
ces (habilitation), Associate professor, Kazakhstan Branch of M.V. Lomonosov Moscow State Uni-
versity, Astana, Kazakhstan; e-mail: bekmaganbetov-ka@yandex.kz ; https://orcid.org/0000-0001-6259-
4383

Gregory Alexandrovich Chechkin — Doctor of Physical and Mathematical Sciences (habilita-
tion), Full Professor, M.V. Lomonosov Moscow State University, Moscow, Russia; e-mail:
chechkin@mech.math.msu.su; https://orcid.org/0000-0002-7654-5803

Vladimir Victorovich Chepyzhov — Doctor of Physical and Mathematical Sciences (habilita-
tion), Full Professor, Institute for Information Transmission Problems, Russian Academy of Sciences,
Moscow, Russia; e-mail: chep@iitp.ru; https://orcid.org/0000-0003-2472-8672

∗The author’s name is presented in the order: First, Middle, and Last Names.

Mathematics Series. No. 2(118)/2025 43

https://orcid.org/0009-0007-0787-4981
https://orcid.org/0009-0007-0787-4981


Bulletin of the Karaganda University. Mathematics Series, No. 2(118), 2025, pp. 44–51

https://doi.org/10.31489/2025M2/44-51 Research article

Asymptotic estimates of the solution for a singularly perturbed
Cauchy problem
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The article focuses on the initial problem for a third-order linear integro-differential equation with a small
parameter at the higher derivatives, assuming that the roots of the additional characteristic equation have
opposite signs. This paper presents a fundamental set of solutions and initial functions for a singularly
perturbed homogeneous differential equation. The solution to the singularly perturbed initial integro-
differential problem employs analytical formulas. A theorem concerning asymptotic estimates of the solution
is established.

Keywords: singularly perturbed integro-differential equation, asymptotic estimates, Cauchy functions,
fundamental solutions, small parameter.
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Introduction

Vasil’eva A.B. and Butuzov V.F. introduced the theory of singularly perturbed equations in their
work [1]. Kassymov K.A. [2] investigated the most common cases of the Cauchy problem for singularly
perturbed nonlinear systems of ordinary differential and integro-differential equations, as well as partial
differential equations of hyperbolic type. Subsequently, singularly perturbed initial and boundary value
problems with initial jumps were studied in [3,4]. Mirzakulova A.E. [5] extensively examines boundary
value problems, particularly when the roots of the additional characteristic equation have opposing
signs. While linear integro-differential equations are presented in [6], numerous papers have been
dedicated to singularly perturbed integro-differential equations [7–12]. This article also provides an
asymptotic solution for a singularly perturbed differential equation in a boundary value problem where
the roots of the characteristic equation are opposite [13]. In addition, in recent years, significant work
has been done on the numerical solution of integro-differential problems [14–17].

In this paper, we consider the initial problem for third-order linear integral-differential equations
with a small parameter, where the roots of the corresponding characteristic equation have opposite
signs. It is well known that there is no solution to a third-order linear differential equation with a
small parameter (where the roots of the corresponding characteristic equation have opposite signs).
However, we demonstrate that adding an integral term to the right-hand side yields an asymptotic
formula for the solution. This article presents the findings of this research, which include an analytical
formula and asymptotic estimates for solving a singularly perturbed integral-differential equation with
a small parameter and initial conditions. Furthermore, a theorem on asymptotic estimation of these
equations’ solutions is proven.
∗Corresponding author. E-mail: nbukanay@gmail.com
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1 Statement of the problem

Consider the singularly perturbed integro-differential equation with a small parameter

Lεy ≡ ε2y′′′ + εA2(t)y
′′ +A1(t)y

′ +A0(t)y = F (t) +

1∫
0

2∑
i=0

Hi(t, x)y
(i)(x, ε) dx, (1)

in the initial conditions
y(i)(0, ε) = αi, i = 0, 2. (2)

ε is a small parameter, while αi are known constants.
Assume the following conditions hold:
I. Functions Ai(t), i = 0, 2 and F (t) are continuously differentiable on a segment 0 ≤ t ≤ 1, and

functions Hi(t, x), i = 0, 2 are continuously differentiable on a domain D = {0 ≤ t ≤ 1, 0 ≤ x ≤ 1}.
II. Roots of “additional characteristic equation” µ2 + A2(t)µ + A1(t) = 0 satisfy the following

inequalities µ1(t) 6= µ2(t) and µ1(t) < −γ1 < 0, µ2(t) > γ2 > 0.
To construct the solution, we first identify auxiliary functions. This article [13] serves as a reference.

From the third formula to the seventh, we obtained the required results.
We look for the solution to equation (1) with conditions (2) in the form

y(t, ε) =

3∑
i=1

Ciyi(t, ε) +
1

ε2

t∫
0

K0(t, s, ε)z(s, ε)ds−
1

ε2

1∫
t

K1(t, s, ε)z(s, ε)ds; (3)

here the fundamental solutions are yi(t, ε), i = 1, 3. K0(t, s, ε), K1(t, s, ε) are auxiliary functions
expressed by article [13], Ci, i = 1, 3 are unknown constants.

We now denote the right side of equation (1) as follows

z(t, ε) = F (t) +

1∫
0

2∑
i=0

Hi(t, x)y
(i)(x, ε)dx.

Instead of y(x, ε), we apply formula (3) to obtain the formula for z(t, ε)

z(t, ε) = f(t, ε) +
1

ε2

1∫
0

[ 1∫
s

( 2∑
i=0

Hi(t, x)K
(i)
0 (x, s, ε)dx

]
z(s, ε)ds−

− 1

ε2

1∫
0

[ s∫
0

( 2∑
i=0

Hi(t, x)K
(i)
1 (x, s, ε)dx

]
z(s, ε)ds,

here

f(t, ε) = F (t) + C1

1∫
0

( 2∑
i=0

Hi(t, x)y1(x, ε)
)
dx+ C2

1∫
0

( 2∑
i=0

Hi(t, x)y2(x, ε)
)
dx+

+C3

1∫
0

( 2∑
i=0

Hi(t, x)y3(x, ε)
)
dx = F (t) + C1φ1(t, ε) + C2φ2(t, ε) + C3φ3(t, ε),

Mathematics Series. No. 2(118)/2025 45



N.U. Bukanay et al.

φi(t, ε) =

1∫
0

(
H0(t, x)yi(x, ε) +H1(t, x)y

′
i(x, ε) +H2(t, x)y

′′
i (x, ε)

)
dx, i = 1, 3. (4)

Now, we provide the following notation

H(t, s, ε) =
1

ε2

1∫
s

( 2∑
i=0

Hi(t, x)K
(i)
0 (x, s, ε)

)
dx− 1

ε2

s∫
0

( 2∑
i=0

Hi(t, x)K
(i)
1 (x, s, ε)

)
dx.

III. The kernel H(t, s, ε) does not have an eigenvalue with the value 1.
We get the Fredholm equation of the second type

z(t, ε) = f(t, ε) +

1∫
0

H(t, s, ε)z(s, ε)ds. (5)

If condition III is satisfied, the solution of integral equation (5) is the only one and it is written

z(t, ε) = f(t, ε) +

1∫
0

R(t, s, ε)z(s, ε)ds, (6)

where R(t, s, ε) represents the resolvent of the kernel H(t, s, ε).
Formula (6) is substituted for z(s, ε) in formula (3), then formula (3) is written

y(t, ε) =

3∑
i=1

Ciyi(t, ε)+
1

ε2

t∫
0

K0(t, s, ε)
[
F (s)+

3∑
i=1

Ciφi(t, ε)+

1∫
0

R(s, p, ε)
(
F (p)+

3∑
i=1

Ciφi(p, ε)
)
dp
]
ds−

− 1

ε2

1∫
t

K1(t, s, ε)
[
F (s) +

3∑
i=1

Ciφi(t, ε) +

1∫
0

R(s, p, ε)
(
F (p) +

3∑
i=1

Ciφi(p, ε)
)
dp
]
ds.

Now, we provide the following notations:

Qi(t, ε) = yi(t, ε) +
1

ε2

t∫
0

K0(t, s, ε)φi(s, ε)ds−
1

ε2

1∫
t

K1(t, s, ε)φi(s, ε)ds, i = 1, 3, (7)

P (t, ε) =
1

ε2

t∫
0

K0(t, s, ε)F (s, ε)ds−
1

ε2

1∫
t

K1(t, s, ε)F (s, ε)ds, (8)

then the formulas for y(t, ε) are abbreviated

y(j)(t, ε) = C1Q
(j)
1 (t, ε) + C2Q

(j)
2 (t, ε) + C3Q

(j)
3 (t, ε) + P (j)(t, ε), j = 0, 2. (9)

Substituting equation (9) into condition (2) yields the algebraic system for calculating Ci, where
i = 1, 3: 

C1Q1(0, ε) + C2Q2(0, ε) + C3Q3(0, ε) + P (0, ε) = α0,

C1Q
′
1(0, ε) + C2Q

′
2(0, ε) + C3Q

′
3(0, ε) + P

′
(0, ε) = α1,

C1Q
′′
1(0, ε) + C2Q

′′
2(0, ε) + C3Q

′′
3(0, ε) + P

′′
(0, ε) = α2.

(10)
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As ε → 0, the asymptotic behavior of Ci, i = 1, 3, is obtained when the main determinant of system
(10) is δ(ε) 6= 0.

C1(ε) = −ε
µ2(0)(α0y

′
30(0)− α1)

µ1(0)(µ2(0)− µ1(0))
+O(ε2),

C2(ε) = −ε
α0

φ2(0)

(
φ3(0) + y′30(0)µ1(0)µ2(0)− (11)

−y′30(0)
µ2(0)φ1(0)

µ1(0)(µ2(0)− µ1(0))

)
+ ε

α1

φ2(0)

(
µ1(0)µ2(0)−

− µ2(0)φ1(0)

µ1(0)(µ2(0)− µ1(0))

)
− ε F (0)

φ2(0)
+O(ε2),

C3(ε) = α0 +O(ε).

By formula (4) φi(t, ε), i = 1, 3 are found

φ1(s, ε) =
1

ε

(
−H2(s, 0)µ1(0)y10(0) +O(ε)

)
=

1

ε

(
φ1(s) +O(ε)

)
,

φ2(s, ε) =
1

ε

(
H2(s, 1)µ2(1)y20(1) +O(ε)

)
=

1

ε

(
φ2(s) +O(ε)

)
,

φ3(s, ε) =

1∫
0

2∑
j=0

Hj(s, x)y
(j)
30 (x)dx+O(ε) = φ3(s) +O(ε).

Given formulas (7) and (8), we obtain the asymptotic behaviors of Q(j)
i (t, ε) and P (j)(t, ε), j = 0, 2,

i = 1, 3 :

Q
(j)
1 (t, ε) =

1

ε

t∫
0

y
(j)
30 (t)φ1(s)

µ1(s)µ2(s)y30(s)
ds+

1

εj
e

1

ε

t∫
0

µ1(x)dx
(
y10(t)µ

j
1(t)−

φ1(0)y10(t)µ
j
1(t)

y10(0)µ21(0)(µ2(0)− µ1(0))

)
+

+
1

εj
e
−
1

ε

1∫
t
µ2(x)dx φ1(1)y20(t)µ

j
2(t)

y20(1)µ22(1)(µ2(1)− µ1(1))
+

1

εj
φ1(t)

(µ2(t)− µ1(t))

(
µj1(t)

µ21(t)
− µj2(t)

µ22(t)

)
, j = 0, 2, (12.a)

Q
(j)
2 (t, ε) =

1

ε

t∫
0

y
(j)
30 (t)φ2(s)

µ1(s)µ2(s)y30(s)
ds− 1

εj
e

1

ε

t∫
0

µ1(x)dx φ2(0)y10(t)µ
j
1(t)

y10(0)µ21(0)(µ2(0)− µ1(0))
+

+
1

εj
e
−
1

ε

1∫
t
µ2(x)dx

(
y20(t)µ

(j)
2 (t) +

φ2(1)y20(t)µ
j
2(t)

y20(1)µ22(1)(µ2(1)− µ1(1))

)
+

+
1

εj
φ2(t)

(µ2(t)− µ1(t))

(
µj1(t)

µ21(t)
− µj2(t)

µ22(t)

)
, j = 0, 2, (12.b)

Q
(j)
3 (t, ε) = y

(j)
30 (t) +

t∫
0

y
(j)
30 (t)φ3(s)

µ1(s)µ2(s)y30(s)
ds− 1

εj−1
e

1

ε

t∫
0

µ1(x)dx φ3(0)y10(t)µ
j
1(t)

y10(0)µ21(0)(µ2(0)− µ1(0))
+
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+
1

εj−1
e
−
1

ε

1∫
t
µ2(x)dx φ3(1)y20(t)µ

j
2(t)

y20(1)µ22(1)(µ2(1)− µ1(1))
+

1

εj−1
φ3(t)

(µ2(t)− µ1(t))

(
µj1(t)

µ21(t)
− µj2(t)

µ22(t)

)
, j = 0, 2,

(12.c)

P (j)(t, ε) =

t∫
0

y
(j)
30 (t)F (s)

µ1(s)µ2(s)y30(s)
ds− 1

εj−1
e

1

ε

t∫
0

µ1(x)dx F (0)y10(t)µ
j
1(t)

y10(0)µ21(0)(µ2(0)− µ1(0))
+

+
1

εj−1
e
−
1

ε

1∫
t
µ2(x)dx F (s)y20(t)µ

j
2(t)

y20(1)µ22(1)(µ2(1)− µ1(1))
+

1

εj−1
F (t)

(µ2(t)− µ1(t))

(
µj1(t)

µ21(t)
− µj2(t)

µ22(t)

)
, j = 0, 2.

(12.d)
Theorem 1. If conditions I-III are valid, then the solution for integro-differential equation (1) and

(2) holds the following asymptotic estimates as ε→ 0 :

|y(j)(t, ε)| ≤ C
(
|α0|+ ε|α1|+ ε2|α2|+ max

0≤t≤1
|F (t)|

)
+

+
C

εj−1
e
−
t

ε
γ1
(
|α0|+ |α1|+ ε2|α2|+ max

0≤t≤1
|F (t)|

)
+ (13)

+
C

εj−1
e
−
1− t
ε

γ2
(
|α0|+ |α1|+ ε2|α2|+ max

0≤t≤1
|F (t)|

)
, j = 0, 1, 2,

where C > 0 is a constant independent of ε.
Proof. Asymptotic estimates of Ci, i = 1, 3 and Q

(j)
i (t, ε), P (j)(t, ε) are obtained by applying

formulas (11)-(12.a-12.d):

|Ci| ≤ Cε
(
|α0|+ |α1|

)
, i = 1, 2,

|C3| ≤ C
(
|α0|+ ε2|α2|

)
,

|Q(j)
1 (t, ε)| ≤ C

(
1 +

1

εj
e
−
t

ε
γ1

+
1

εj
e
−
1− t
ε

γ2
)
, j = 0, 2,

|Q(j)
2 (t, ε)| ≤ C

(
1 +

1

εj
e
−
t

ε
γ1

+
1

εj
e
−
1− t
ε

γ2
)
, j = 0, 2, (14)

|Q(j)
3 (t, ε)| ≤ C

(
1 +

1

εj−1
e
−
t

ε
γ1

+
1

εj−1
e
−
1− t
ε

γ2
)
, j = 0, 2,

|P (j)(t, ε) ≤ C max
0≤t≤1

|F (t)|
(
1 +

1

εj−1
e
−
t

ε
γ1

+
1

εj−1
e
−
1− t
ε

γ2
)
, j = 0, 2.

We derive asymptotic estimations (13) from asymptotic behaviors (14). Theorem 1 has been proved.
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Conclusion

This article examines the initial problem for a third-order linear integro-differential equation with
a small parameter at the higher derivatives, assuming that the roots of the additional characteristic
equation have opposite signs. This paper presents the construction of a fundamental system of solutions
and a Cauchy function for a singularly perturbed homogeneous differential equation. The functions
Qi(t, ε), P (t, ε), i = 1, 3, and constants Ci, i = 1, 3 exhibit asymptotic behaviors and estimates.
Furthermore, the article provides an analytical formula for solving this singularly perturbed initial
problem. A theorem on asymptotic estimates of the solution is proven.
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In this paper, we consider the application of the method of fictitious domains to a viscoelastic incompressible
medium based on the Kelvin-Voigt model. Application of the method of fictitious domains allows solving
the original problem in regions with complex geometric configuration. This makes it easier to automate the
construction of a consistent difference mesh, and to solve the problem in areas of standard shape. Estimates
for the proximity of the auxiliary problem’s solution are obtained. The auxiliary problem is constructed
by the method of fictitious domains. These estimates refer to the solution of the original problem. The
original problem describes a viscoelastic incompressible medium. Convergence follows from the estimates of
the proximity of the solutions of the original and auxiliary problems. Further, on the basis of the method of
fictitious domains, two-sided estimates on a small parameter for the difference between the solution of the
original problem and the solution of the auxiliary problem constructed by the method of fictitious domains
are obtained. Moreover, the solution to the auxiliary problem is expanded as a series in powers of the
small parameter. This is possible because that solution is represented as a functional series that converges
absolutely in the original domain.

Keywords: Kelvin-Voigt medium, Kronecker symbol, approximate solution, fictitious area method, two-
sided estimates, small parameter, stress, velocity, strain, displacement.

2020 Mathematics Subject Classification: 39A05.

Introduction and problem statement

This paper presents two-sided estimates for a small parameter of the solution of the initial problem.
Since a priori estimates help to determine the interval or band in which the solution lies, this is relevant.
In addition, since the initial problem does not have an analytical solution, two-sided estimates allow
us to determine the initial approximation for finding an approximate solution to the problem, which
is an important step in the process of finding a solution.

We consider the application of the method of fictitious domains for incompressible Kelvin-Voigt
medium. Two-sided estimates of the convergence of the approximate solution to the exact solution by a
small parameter α are obtained. We consider the formulation of a dynamic viscoelastic incompressible
medium based on the Kelvin-Voigt model in a cylinder Q = {D × [0 ≤ t ≤ t1]}, where D ⊂ R3 is
a bounded singly connected region with a sufficiently smooth boundary γ. Let us introduce the
notation γt = γ × [0, t1], the strain and stress vector-functions −→ε = {ε11, ε22, ε33, 2ε12, 2ε13, 2ε23}T ,−→σ = {σ11, σ22, σ33, σ12, σ13, σ23}T , here the symbol T is transpose, the displacement and velocity
vector functions

−→
U = {U1, U2, U3}T ,

−→
ϑ = {ϑ1, ϑ2, ϑ3}T . Following the work of [1] we consider the

velocity-stress formulation. We find the solution satisfying the following relations:

∂
−→
ϑ

∂t
+R−→σ =

−→
f , (x, t) ∈ Q (1)
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which is an equation of motion,
∂−→ε
∂t
−R
−→
ϑ = 0, (2)

displacement-strain ratio,

B−→σ = J−→ε +D
∂−→ε
∂t

. (3)

The equation of state for the Kelvin-Voigt medium is

div−→u = 0. (4)

The condition of incompressibility of the medium, taking into account the stresses and the pressure
function p, is given by the relationship

σik = −δikp+ 2µεik, i, k = 1, 2, 3. (5)

Here δik is the Kronecker symbol,
−→
f is the vector of mass forces, B = BT , C = CT are symmetric

positive-definite matrices depending on the Lamé constants and viscosity coefficient, J is an diagonal
matrix, their form is given in [2].

R is a linear matrix-differential operator:

R =

 ∇1 0 0
0 ∇2 0
0 0 ∇3

∇2 ∇3 0
∇1 0 ∇3

0 ∇1 ∇2

T

, R∗ = −RT , ∇i =
∂

∂xi
, i = 1, 2, 3.

The system of equations (1)–(5) transform to the following form, a vector function −→σ (x, t) that
satisfies the following relations

B
∂2−→σ
∂t2

= A−→σ +DA
∂−→σ
∂t

+
−→
F , (6)

A = −RR∗,
−→
F = R

−→
f , satisfies the initial conditions:

−→σ (x, 0) = −→q (x) ,
∂−→σ
∂t

(x, 0) = −→g (x) (7)

and boundary conditions
3∑

k=1

σik (x, t)nk = 0, (x, t) ∈ γt; (8)

here nk = (n1, n2, n3)
T is the vector of normal to γ, γt = γ× [0, t1]. Let us denote the problem (6)–(8)

by the problem I.

Main provisions

In [2], we show the stationalization of the solution of the problem I to the solution of the static
elastic problem.

R∗−→σ y
(x) +

−→
F (x) = 0, −→σ y

(x) = Rεy (x) ,

3∑
k=1

σyik (x)nk = 0, x ∈ γ. (9)

In [2], the closeness estimate of the solution of problem I and problem (9) is obtained:∥∥−→σ − −→σ y∥∥ ≤ e−βt · ∥∥−→σ (x, 0)−−→σ y
(x)
∥∥ ,
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where β>0 is a constant.
The following theorem is true for problem I:
Theorem 1 . Let

−→σ (x, t) ∈W 2,1
2 (Q) , −→g (x) ∈ Ẇ 1

2 (D) , −→q (x) ∈ L2 (D) ,
−→
F (x, t) ∈ L2 (Q) ,

then there exists a unique solution to the problem I and the following estimation is true

‖−→σ (x, t)‖
W 2,1

2 (Q)
≤ C1(

∥∥∥−→F ∥∥∥
L2(Q)

+ ‖−→q ‖L2(D) +

∫ t1

0
‖−→g ‖Ẇ 1

2 (D)dτ).

The proof is similar to the proof of Theorem 1 in [3].
According to the method of fictitious domains [3–6], we augment the original region D with the

region D1 to a composite region D0 = D ∪D1, with boundary Γ,Γt = Γ× [0, t1] , +Q1 = D1 × [0, t1]
and construct the auxiliary problem

Lα
−→σ α

=
−→
F , (x, t) ∈ Q, Lα

−→σ α
= 0, (x, t) ∈ Q1,

3∑
k=1

(−→σ α
)iknk = 0, (x, t) ∈ γt, −→σ α

(x, 0) = 0, x ∈ D1,

−→σ α
(x, 0) = −→q (x) , x ∈ D, ∂−→σ α

∂t
(x, 0) = 0, x ∈ D1

∂−→σ α

∂t

∣∣∣∣
t

= −→g (x) , x ∈ D,
3∑

k=1

σαiknk = 0, (x, t) ∈ Γt, (10)

where Lα−→σ α
= B ∂2−→σ α

∂t2
− aαA−→σ α

+ JA∂−→σ α
∂t , aα =

{
1, x ∈ D,
−α2, x ∈ D1,

α > 0 is a small parameter.

On the coefficient gap curve γt, we set the following matching conditions

−→σ α∣∣+
γt

= −→σ α∣∣−
γt
,

∂−→σ α

∂N

∣∣∣∣+
γt

=
M

α

∂−→σ α

∂n

∣∣∣∣−
γt

.

Signs “+” or “–” mean convergence to the limit value of the function from inside or outside to the
boundary γt. The parameter M takes the values –1 or +1 [6, 7].

Let us introduce the following series into consideration:

S1 =

∞∑
k=0

αk
−→
Vk, on Q, S2 =

∞∑
k=1

αk
−→
Wk, on Q1. (11)

Putting (11) into (10), we obtain relations for determining
−→
Vk and

−→
Wk:

Lα
−→
V0 =

−→
F , (x, t) ∈ QLα,

−→
W1 = 0, (x, t) ∈ Q1,

3∑
k=1

(V0)iknk = 0, (x, t) ∈ γt,
−→
W1 (x, 0) = 0,

∂
−→
W1

∂t
(x, 0) = 0, x ∈ D1.

−→
V0 (x, 0) = −→q (x) ,

∂
−→
V0
∂t

(x, 0) = −→g (x) , x ∈ D, ∂
−→
W1

∂n
= M

∂
−→
V0
∂N

, (x, t) ∈ γt. (12)
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3∑
k=1

(
−→
W1)iknk = 0, (x, t) ∈ γt.

And for k≥1
Lα
−→
Vk =

−→
F , (x, t) ∈ Q, Lα

−→
W k+1 = 0, (x, t) ∈ Q1,

3∑
k=1

(Vk)iknk = 0, (x, t) ∈ γt,
3∑

k=1

(Wk+1)iknk = 0, (x, t) ∈ γt,

−→
Vk (x, 0) = 0, x ∈ D,

−→
W k+1 (x, 0) = 0, x ∈ D1,

∂
−→
Vk
∂t

(x, 0) = 0, x ∈ D, ∂
−→
W k+1

∂t
(x, 0) = 0, x ∈ D1,

−→
Vk =

−→
Wk, (x, t) ∈ γt.

Functions
−→
Vk ∈W 2,1

2 (Q) , k = 0, 1, . . . ,
−→
Wk ∈W 2,1

2 (Q1) , k = 0, 1, . . .
We obtain estimates of the convergence of the solution of the auxiliary problem to the solution of

the original problem with respect to the small parameter α.
Theorem 2. If α0 is such that 0 < α < α0, then the series S1, S2 absolutely converge to W 2,1

2 (Q)

and W 2,1
2 (Q1), and the following equalities are true

−→σ α
= S1, (x, t) ∈ Q, −→σ α

= S2, (x, t) ∈ Q1,

where −→σ α is the solution of problem (10).
Proof. We search obvious priori estimates [7, 8].

∥∥∥−→Wk

∥∥∥
W 2,1

2 (Q1)
≤ C1

∥∥∥∥∥∂
−→
Wk

∂n

∥∥∥∥∥
W

1
2
2 (γt)

≤ C2

∥∥∥∥∥∂
−→
V k−1
∂N

∥∥∥∥∥
W

1
2 ,1

2 (γt)

≤ C1C2

∥∥∥−→V k−1

∥∥∥
W

1
2
2 (γt)

, (13)

where C1, C2 are constants depending on the regions D,D1 and not depending on α.
Now we show the convergence of the series S1 to W 2,1

2 (Q1) and S2 to W 2,1
2 (Q1), we have∥∥∥−→Vk∥∥∥

W 2,1
2 (Q)

≤ C3

∥∥∥−→Vk∥∥∥
W

3
2 , 1

2 (γt)
= C3

∥∥∥−→Wk

∥∥∥
W

3
2 ,1

2 (γt)
≤ C3C4

∥∥∥−→Wk

∥∥∥
W 2,1

2 (Q1)
,

and using (8), (13), we obtain∥∥∥−→Vk∥∥∥
W 2,1

2 (Q)
≤ C5

∥∥∥−→V k−1

∥∥∥
W

3
2 ,1

2 (Q)
, k ≥ 1,

then ∥∥∥−→V0∥∥∥
W 2,1

2 (Q)
≤ C6

(∥∥∥−→F ∥∥∥
L2(Q)

+ ‖−→q ‖L2(D) +

∫ t1

0
‖−→g ‖Ẇ 1

2 (D)dt

)
,

where C6 = C1C2C3C4C5.
Assuming α < α0 = C−16 , we obtain the series S1, is absolutely convergent to W 2,1

2 (Q) and
correspondingly the series S2 is absolutely convergent to W 2,1

2 (Q1).
Multiplying (12) for

−→
Vk and

−→
Wk by αk, and summing over k, we have

LS1 =
−→
F , (x, t) ∈ Q, LαS2 = 0, (x, t) ∈ Q1,

S1 (x, 0) = −→q (x) , x ∈ DS2 (x, 0) = 0, x ∈ D1, (14)
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∂S1
∂t

(x, 0) = −→g (x) , x ∈ D, ∂S2
∂t

(x, 0) = 0, x ∈ D1.

S2 (x, t) = 0, (x, t) ∈ γt,

S1 = S2, (x, t) ∈ Γt,
∂S2
∂n

=
M

α

∂S1
∂N

, (x, t) ∈ γt,

L−→σ = B
∂2−→σ
∂t2

−A−→σ − JA∂
−→σ
∂t

.

Hence, (14) we obtain that −→σ α
= S1 in Q and −→σ α

= S2 in Q1, if the condition 0 < α < α0 is met.
From the proof of Theorem 2 implies the following statement∥∥−→σ −−→σ α

+

∥∥
W 2,1

2 (Q)
≤ C7α,

∥∥−→σ −−→σ α
−
∥∥
W 2,1

2 (Q)
≤ C8α, (15)

here −→σ α
+ = −→σ α, at M = 1, −→σ α

− = −→σ α, at M = −1. −→σ is the solution to the problem I. C7, C8 are
constants depend on the areas D,D1 and are independent of α.

Next, we can formulate a theorem giving two-sided estimates on α [9].
Theorem 3. If 0 < α < α0, −→σ is a solution of problem I, −→σ α

+,
−→σ α
− is a solution of problem (10) at

M = 1 and M = −1, then the following estimation (16) is true∥∥∥∥−→σ − 1

2

(−→σ α
+ +−→σ α

−
)∥∥∥∥
W 2,1

2 (Q)

≤ C9α
2, (16)

where
−→σ α

= S1, (x, t) ∈ Q, −→σ α
= S2, (x, t) ∈ Q1. (17)

Proof. By virtue of Theorem 2, we have

−→σα+ =

∞∑
k=0

αk
−→
V

+

k , (x, t) ∈ Q, −→σ α
+ =

∞∑
k=1

αk
−→
W

+

k , (x, t) ∈ Q1, (18)

here
−→
V

+

k ,
−→
W

+

k are solutions of (10) at M = 1, moreover

−→σ α
− =

∞∑
k=0

αk
−→
V
−
k , (x, t) ∈ Q, −→σ α

− =
∞∑
k=1

αk
−→
W
−
k , (x, t) ∈ Q1, (19)

here
−→
V
−
k ,
−→
W
−
k are solutions of (10) at M = −1.

We obtain
−→
V

+

0 ≡
−→
V
−
0 ≡ −→σ , it is a solution of problem I.

We introduce the notation
−→
W1 =

−→
W

+

1 +
−→
W
−
1 , the function

−→
W1 satisfies the following problem

Lα
−→
W1 = 0, (x, t) ∈ Q1,

∂
−→
W1

∂n
= 0, (x, t) ∈ γt,

−→
W1 (x, 0) = 0,

∂
−→
W1

∂t
(x, 0) = 0, x ∈ D1,

−→
W1 (x, t) = 0, (x, t) ∈ Γt,

hence, we obtain that
−→
W1 = 0, or

−→
W

+

1 = −
−→
W
−
1 .

Further we introduce
−→
V1 =

−→
V

+

1 +
−→
V
−
1 , the function

−→
V1 satisfies the problem

Lα
−→
V1 = 0, (x, t) ∈ Q, ∂

−→
V1
∂t

(x, 0) = 0, x ∈ D,
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−→
V1 (x, 0) = 0, (x, t) ∈ Γt,

−→
V1 (x, t) = 0, (x, t) ∈ γt,

from which we obtain
−→
V1 = 0, or

−→
V

+

1 = −
−→
V
−
1 . By sequentially introducing

−→
W2 =

−→
W

+

2 +
−→
W
−
2 ,

−→
V2 =

−→
V

+

2 +
−→
V
−
2 ,

we get
−→
W2 =

−→
W
−
2 ,

−→
V

+

2 =
−→
V
−
2 ,

continuing this process, we get

−→
V

+

k =
−→
V
−
k , if k is even,

−→
V

+

k = −
−→
V
−
k , if k is odd.

Substituting (20) into (18), (19), we have

−→σ α
+ = −→σ + σ

−→
V

+

1 + σ2
−→
V

+

2 + . . .

−→σ α
− = −→σ − σ

−→
V

+

1 + σ2
−→
V

+

2 + . . .

Applying decomposition (20), as well as estimation (17) at 0 < α < α0, we obtain∥∥∥∥−→σ − 1

2

(−→σ α
+ +−→σ α

−
)∥∥∥∥
W 2,1

2 (Q)

≤ α2
∥∥∥−→V +

2 + α2−→V
+

4 + . . .
∥∥∥
W 2,1

2 (Q)
≤ C8α

2
∥∥∥−→V +

0

∥∥∥
W 2,1

2 (Q)
≤ C9α

2;

here C8 = C2
α, so for x ∈ D, 0 < α < α0, we have a two-sided estimation

O
(
α2
)

+ min
(−→σ α

+ , −→σ α
−
)
≤ −→σ ≤ max

(−→σ α
+ , −→σ α

−
)

+O(α2).

Thus, a two-sided estimate in terms of the small parameter of the solution to the original problem
has been obtained through the solution of the auxiliary problem, where the parameter valuesM = −1,
M = 1 corresponds to −→σ α

+.

Conclusion

The obtained estimate is essential for the application of the numerical solution of the auxiliary
problem, and it is not considered in the works [10–16]. Continuation by the lowest coefficient in the
fictitious region method leads to the same estimates. In works [10–16], the numerical implementation
of the Kelvin-Voigt model in equivalent formulations is considered.
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In this paper, we define enriched Bγ,µ mapping in CAT(0) space and derive some fixed point results
for such mapping with the help of averaged mapping. Our results extend some existing results. A new
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Introduction

Fixed point theory is an active and vibrant area of research, which serves as a powerful tool in
various fields of mathematics and other allied areas. Many implications across a diverse range of fields
such as engineering, economics, dynamical system, differential equation, integral equation etc., can be
formulated as a fixed point problem. In 1922, Banach proved a fundamental theorem [1] in metric
fixed point theory known as Banach contraction theorem, and over the past century, this theorem has
been generalized by various prominent authors considering different aspects.

In 2008, Suzuki [2] introduced a new class of mappings on a nonempty subset of a Banach space
by proposing a condition (C). Later many authors generalized this class of mappings in different ways
and derived different fixed point theorems and convergence results of different iteration schemes. These
generalizations often involve relaxing the assumptions or considering more general settings, leading to
broader applicability and deeper theoretical understanding.

In 2018, Patir et al. [3] introduced a new class of generalized nonexpansive mappings which is wider
than the class of mappings satisfying Suzuki (C) condition. They proved some fixed point results as
well as some properties of this class of mappings. In 2019, Berinde [4] introduced the class of enriched
nonexpansive mappings in Hilbert space and approximated the fixed point of such mappings using
Krasnoselskii iteration. Using the technique of enriching a mapping, many authors generalized and
introduced several new classes of mappings with different aspects.

In 2024, Dashputre et al. [5] introduced SJR-iteration to approximate fixed point of generalized α-
nonexpansive mapping in CAT(0) spaces and established strong and ∆-convergence theorems for such
mapping. In the same year, Kim [6] introduced the concept of sequentially admissible mapping and
sequentially admissible perturbation with the construction of a new iteration process corresponding to
sequentially admissible mappings. They proved convergence results for the Mann type iterative method
using uniformly L-Lipschitzian, sequentially admissible perturbation of asymptotically demicontractive
mappings. Moreover, convergence result concerning Ishikawa type iterative method using uniformly
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L-Lipschitzian, sequentially admissible perturbation of asymptotically hemicontractive mappings to a
fixed point in CAT(0) spaces was also established.

Although the fixed point theory in linear spaces (for example, Banach spaces and Hilbert spaces)
have been developed extensively because of the linearity and convexity of the underlying spaces, but due
to the unavailability of convex structure in metric space, it seemed impossible to extend the results of
Banach space into metric space. Keeping in mind this situation, Reich et al. [7] introduced hyperbolic
metric space using geodesic segment and Menger convexity [8]. This class of metric space includes all
normed vector spaces, Hadamard manifolds, CAT(0) space, Hilbert balls, and the cartesian product of
Hilbert balls, etc. CAT(0) space is a non-linear example of hyperbolic metric space.

Fixed point theory in CAT(0) space was first studied by Kirk [9] in the year 2003, where it was
proved that every nonexpansive mapping defined on a bounded closed, convex subset of a complete
CAT(0) space always has a fixed point. Since then the fixed point theory for single valued and
multi-valued mappings in CAT(0) space have been rapidly developed with contributions from various
prominent researchers (refer to [10–13]).

Motivated by this, in this paper, we define a new class of mappings called enriched Bγ,µ mappings in
CAT(0) space. Some fixed point results are derived for such mappings. We also define a new iterative
algorithm in CAT(0) space using enriched Bγ,µ mappings. The ∆-convergence and strong convergence
results for this iterative algorithm are developed. This convergence is demonstrated graphically with
the help of a numerical example.

1 Preliminaries

For a metric space (X, d), let x, y ∈ X with d(x, y) = m. A geodesic path from x to y is a mapping
c : [0,m] → X such that c(0) = x, c(m) = y, which is an isometry. A geodesic segment is the image
of a geodesic path. A metric space (X, d) is termed a geodesic metric space if it satisfies the property
that every pair of points in X can be connected by a geodesic segment. (X, d) is called a uniquely
geodesic space if there exists exactly one geodesic segment connecting every two points.

In a geodesic metric space (X, d), a geodesic triangle ∆(x1, x2, x3) is formed by three points (ver-
tices) x1, x2, x3 in X and a geodesic segment connecting each pair of these vertices. For a geodesic
triangle ∆(x1, x2, x3) in (X, d), a comparison triangle is a triangle ∆̄(x1, x2, x3):=∆(x̄1, x̄2, x̄3) in R2

that satisfies the property dR2(x̄i, x̄j) = d(xi, xj) for i, j ∈ {1, 2, 3}.
A geodesic space is referred to as a Cartan, Alexandrov, and Toponogov (0) space, in short, CAT(0)

space with curvature bound 0, if it satisfies the CAT(0) inequality. That is, for each geodesic triangle
∆(x1, x2, x3) in X and its corresponding comparison triangle ∆̄ := ∆(x̄1, x̄2, x̄3) in R2, the inequality

d(x, y) ≤ dR2(x′, y′)

holds for all x, y ∈ ∆ and x′, y′ ∈ ∆̄.
Similarly, for any integer k, one can define CAT(k) space by comparing it with another space.

CAT(0) space is uniquely geodesic space. For k ∈ [0, 1], the notation (1− k)x⊕ ky denotes the unique
point z on the geodesic segment from x to y with d(z, x) = kd(x, y) and d(z, y) = (1 − k)d(x, y).
Suppose (X, d) is a CAT(0) space and x, y, z ∈ (X, d) with k ∈ [0, 1]. Then

d((1− k)x⊕ ky, z) ≤ (1− k)d(x, z) + d(y, z) ([14]).

For detailed discussion on CAT(0) space, one may refer to [15,16].
Now we recall some basic definitions and key results.
For a bounded sequence {xn} in a nonempty closed convex subset C of a CAT(0) space (X, d),

define a functional r(., {xn}) : X → R+ by

r(x, {xn}) = lim sup
n→∞

d(x, {xn}), x ∈ X.
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The asymptotic radius of the sequence {xn} with respect to C is defined by

r({xn}) = inf
x∈C

r(x, {xn}).

The asymptotic center of the sequence {xn} with respect to C is defined by

A({xn}) = {y ∈ C : r(y, {xn}) = r({xn})}.

Definition 1. [17] In a CAT(0) space (X, d), a sequence {xn} is said to be ∆-convergent to x ∈ X,
if for every subsequence {zn} of {xn} x serves as the unique asymptotic center of {zn}. It is denoted
by ∆-limn→∞ xn = x and x is referred to as the ∆-limit of {xn}.

A bounded sequence {xn} in X is said to be regular if r({xn}) = r({zn}) for every subsequence
{zn} of {xn}. In Banach space, every bounded sequence contains a regular subsequence [18].

Lemma 1. [19] Suppose {xn} is a sequence in a CAT(0) space (X, d) and {xn} is ∆-convergent to
x ∈ X. Let y ∈ X be such that y 6= x. Then

lim sup
n→∞

d(xn, x) < lim sup
n→∞

d(xn, y).

In a Banach space, the above condition is known as Opial property [20].

Definition 2. [21] For a closed convex subset C of a CAT(0) space (X, d), a bounded sequence {xn}
in C converges weakly to q ∈ C if and only if Φ(q) = infx∈C Φ(x), where Φ(x) = lim supn→∞ d(xn, x),
x ∈ C.

Note that {xn} converges weakly to q if and only if A({xn}) = {q} (refer to [17]).
Nanjaras and Panyanak [14] established the following relation between ∆-convergence and weak

convergence in CAT(0) space.

Lemma 2. [14] For a bounded sequence {xn} in a CAT(0) space (X, d), let C be a closed convex
subset of X which contains {xn}. Then

(i) ∆-limn→∞ xn = x implies {xn} converges weakly to x.
(ii) The converse of (i) is true if {xn} is regular.

Lemma 3. [22] For a closed convex subset C of a CAT(0) space (X, d) and a bounded sequence
{xn} in C, the asymptotic center of {xn} is in C.

Lemma 4. [14] In a CAT(0) space, every bounded sequence has a ∆-convergent subsequence.

Lemma 5. [23] For a closed convex subset C of a CAT(0) space (X, d) and a bounded sequence
{xn} in C, the asymptotic center A({xn}) contains exactly one point.

Lemma 6. [24] In a complete CAT(0) space (X, d) and x ∈ X, suppose {tn} is a sequence in [p, q]
for some p, q ∈ (0, 1) and {un}, {vn} are sequences in X satisfying

lim sup
n→∞

d(un, x) ≤ r,

lim sup
n→∞

d(vn, x) ≤ r

and
lim
n→∞

d(tnvn ⊕ (1− tn)un, x) = r

for some r ≥ 0. Then lim
n→∞

d(un, vn) = 0.
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We recall that (refer to [25]) for a nonempty subset C of a metric space (X, d), a mapping T on C
is said to be nonexpansive if

d(Tx, Ty) ≤ d(x, y) for all x, y ∈ C.

T is a quasi-nonexpansive mapping if

d(Tx, y) ≤ d(x, y) for all x ∈ C and for z ∈ F (T ) 6= ∅,

where F (T ) denotes the set of all fixed points of T .
T is a Suzuki nonexpansive mapping if

1

2
d(x, Tx) ≤ d(x, y) implies d(Tx, Ty) ≤ d(x, y) for all x, y ∈ C.

In 2020, Berinde et al. [26] defined enriched nonexpansive mapping in Banach space as follows:
Let X be a Banach space. A mapping T : X → X is said to be an enriched nonexpansive mapping

if there exists b ∈ [0,∞) such that

||b(x− y) + Tx− Ty|| ≤ (b+ 1)||x− y||

for all x, y ∈ X.
Generalizing Suzuki nonexpansive mappings, Patir et al. [3] defined the following class of Bγ,µ

mappings.

Definition 3. [3] For a nonempty subset C of a Banach space X, let γ ∈ [0, 1] and µ ∈ [0, 12 ]
satisfying 2µ ≤ γ. A mapping T : C → C is a Bγ,µ mapping if

γ||x− Tx|| ≤ ||x− y||+ µ||y − Ty||

implies ||Tx− Ty|| ≤ (1− γ)||x− y||+ µ(||x− Ty||+ ||y − Tx||) for all x, y ∈ C.
In metric space setting the above definition will reduce to the following.

Definition 4. Let C be a nonempty subset of a metric space (X, d) and γ ∈ [0,1], µ ∈ [0, 12 ] so that
2µ ≤ γ. A self-mapping T : C → C is a Bγ,µ mapping if

γd(x, Tx) ≤ d(x, y) + µd(y, Ty)

implies

d(Tx, Ty) ≤ (1− γ)d(x, y) + µ(d(x, Ty) + d(y, Tx)) for all x, y ∈ C.

Lemma 7. [3] Let C be a nonempty subset of a Banach space X and T be a Bγ,µ mapping on C.
Then T is quasi-nonexpansive.

The concept of an averaged mapping appeared in the work of Krasnoselskii [27] in the context of
Hilbert space, and the term averaged was given in [28].

Definition 5. [28] Given a mapping T : X → X, where X is a Banach space, the averaged mapping
Tk : X → X for k ∈ (0, 1] is defined by

Tk(x) = (1− k)x+ kTx for all x ∈ X.

Lemma 8. [29] For a self-mapping T on a convex subset C of a Banach space X and for any
k ∈ (0, 1], F (Tk) = F (T ).
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2 Main results

In this section, we define an enriched class of mappings in CAT(0) space that generalizes the class
of Bγ,µ mappings. We discuss some fixed point properties of this class. Next, we introduce an iterative
algorithm in CAT(0) space involving such mappings with convergence properties.

Definition 6. Let (X, d) be a CAT(0) space and C be a nonempty subset of X. Let γ ∈ [0,1],
µ ∈ [0, 12 ] be such that 2µ ≤ γ. A mapping T : C → C is said to be an enriched Bγ,µ mapping if there
exists b ∈ [0,∞) such that for k = 1

b+1 ,

γd(x, (1− k)x⊕ kTx) ≤ d(x, y) + µd(y, (1− k)y ⊕ kTy)

implies

d((1− k)x⊕ kTx, (1− k)y ⊕ kTy) ≤ (1− γ)d(x, y) + µ(d(x, (1− k)y ⊕ kTy)

+ d(y, (1− k)x⊕ kTx)) for all x, y ∈ C.

It can be seen that every Bγ,µ mapping is an enriched Bγ,µ mapping with b = 0.
For b = 0, γ = µ = 0, an enriched Bγ,µ mapping reduces to nonexpansive mapping. Again for

b = 0, γ = 1/2, µ = 0, it reduces to Suzuki nonexpansive mapping.

Example 1. Consider the CAT(0) space (R, d) with d(x, y) = |x−y| for all x, y ∈ R. Then T : R→ R
defined by T (x) = 1 − 2x for x ∈ R is an enriched Bγ,µ mapping with b = 2, γ = 2

3 , µ = 0. But it is
not a Bγ,µ mapping.

Example 2. For the CAT(0) space (R2, d) with

d(x, y) =
√

(x1 − y1)2 + (x2 − y2)2 for x = (x1, x2), y = (y1, y2) ∈ R2

and C = [0, 1]× [0, 1] ⊂ R2, define T : C → C such that

T (x1, x2) = (1− x1, 1− x2) for all (x1, x2) ∈ C.

Then T is an enriched Bγ,µ mapping with b = 1, γ = 1
2 , µ = 0.

Lemma 9. Let T be a Bγ,µ mapping on a CAT(0) space (X, d) with F (T ) 6= ∅. Then T is quasi-
nonexpansive.

Proof. Let z ∈ F (T ). Then
γd(z, Tz) = 0 ≤ d(z, x).

Again, for x(6= z) ∈ X, by Bγ,µ condition, we have

d(Tx, Tz) ≤ (1− γ)d(x, z) + µ(d(x, Tz) + d(z, Tx)),

d(Tx, z) ≤ (1− γ)d(x, z) + µ(d(x, z) + d(z, Tx)),

d(Tx, z) ≤ (1− γ + µ)

1− µ
d(x, z) ≤ d(x, z).

So, T is quasi-nonexpansive.

Lemma 10. If T is an enriched Bγ,µ mapping on a CAT(0) space, then for k = 1
b+1 , the averaged

mapping Tk is a Bγ,µ mapping.

Lemma 11. For a self-mapping T on a convex subset C of a CAT(0) space (X, d) and for any
k ∈ (0, 1], F (Tk) = F (T ), where Tk is the averaged mapping of T .
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Proof. Clearly, if x ∈ F (T ), then x ∈ F (Tk). So, F (T ) ⊆ F (Tk).

Let x ∈ F (Tk). Then Tkx = x. Now,

d((1− k)x⊕ kTx, x) = kd(x, Tx),

d(x, x) = kd(x, Tx),

d(x, Tx) = 0,

x ∈ F (T ).

Lemma 12. For a nonempty subset C of a CAT(0) space (X, d), let T be an enriched Bγ,µ mapping
on C. If F (T ) 6= ∅, then F (T ) is closed.

Proof. Let p ∈ F (T ) (the closure of F (T )). Then there exists a sequence {xn} ⊆ F (T ) such that
xn → p. Since T is an enriched Bγ,µ mapping, so, for k = 1

b+1 , using Lemma 10 and Lemma 9, Tk is
quasi-nonexpansive.

Now,
0 = lim

n→∞
d(xn, p) ≥ lim

n→∞
d(xn, Tkp) = d(Tkp, p).

So, Tkp = p. Therefore by Lemma 11, p ∈ F (T ). Hence F (T ) is closed.

Lemma 13. For a nonempty subset C of a CAT(0) space (X, d), let T be an enriched Bγ,µ mapping
on C with the averaged mapping Tk, for k = 1

b+1 . Then for all x, y ∈ C, c ∈ [0, 1]

(i) d(Tkx, T
2
kx) ≤ d(x, Tkx);

(ii) at least one of the following ((a) and (b)) holds:
(a) c

2d(x, Tkx) ≤ d(x, y);
(b) c

2d(Tkx, T
2
kx) ≤ d(Tkx, y).

The condition (a) implies d(Tkx, Tky) ≤ (1− c
2)d(x, y) +µ(d(x, Tky) + d(y, Tkx)), the condition (b)

implies d(T 2
kx, Tky) ≤ (1− c

2)d(Tkx, y) + µ(d(Tkx, Tky) + d(y, T 2
kx));

(iii) d(x, Tky) ≤ (3− c
2)d(x, Tkx)+(1− c

2)d(x, y)+µ(2d(x, Tkx)+d(x, Tky)+d(y, Tkx)+2d(Tkx, T
2
kx)).

Proof. (i) For all x ∈ C

γd(x, Tkx) ≤ d(x, Tkx) + µd(Tkx, T
2
kx).

So, by Lemma 10,

d(Tkx, T
2
kx) ≤ (1− γ)d(x, Tkx) + µd(x, T 2

kx)

≤ (1− γ)d(x, Tkx) + µd(x, T 2
kx) + µd(Tkx, T

2
kx),

that is,

d(Tkx, T
2
kx) ≤ 1− γ + µ

1− µ
d(x, Tkx) ≤ d(x, Tkx).

(ii) If possible, let c
2d(x, Tkx) > d(x, y) and

c

2
d(Tkx, T

2
kx) > d(Tkx, y) for some x, y ∈ C.
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Now,

d(x, Tkx) ≤d(x, y) + d(y, Tkx)

<
c

2
d(x, Tkx) +

c

2
d(Tkx, T

2
kx)

≤ c

2
d(x, Tkx) +

c

2
d(x, Tkx) (using (i))

≤ d(x, Tkx),

that is, d(x, Tkx) < d(x, Tkx), which is impossible. So, at least one of (a) and (b) holds.
If (a) holds, then, c2d(x, Tkx) ≤ d(x, y). So,

c

2
d(x, Tkx) ≤ d(x, y) + µd(y, Tky).

Therefore,

d(Tkx, Tky) ≤
(

1− c

2

)
+ µ(d(x, Tky) + d(y, Tkx)).

If (b) holds, then, c2d(Tkx, T
2
kx) ≤ d(Tkx, y).

That is,
c

2
d(T 2

kx, Tkx) ≤ d(Tkx, y).

So,

d(T 2
kx, Tky) ≤

(
1− c

2

)
d(Tkx, y) + µ(d(Tkx, Tky) + d(y, T 2

kx)).

(iii) We assume that (a) holds. Then

d(Tkx, Tky) ≤
(

1− c

2

)
d(x, y) + µ(d(x, Tky) + d(y, Tkx)).

Now,

d(x, Tky) ≤ d(x, Tkx) + d(Tkx, Tky)

≤ d(x, Tkx) +
(

1− c

2

)
d(x, y) + µ(d(x, Tky) + d(y, Tkx))

≤
(

3− c

2

)
d(x, Tkx) +

(
1− c

2

)
d(x, y) + µ(d(x, Tky) + d(y, Tkx)

+ 2d(x, T 2
kx)), since c ∈ [0, 1]

≤
(

3− c

2

)
d(x, Tkx) +

(
1− c

2

)
d(x, y) + µ(d(x, Tky) + d(y, Tkx)

+ 2d(x, Tkx) + 2d(Tkx, T
2
kx)).

Now, suppose (b) holds. Then

d(T 2
kx, Tky) ≤

(
1− c

2

)
d(Tkx, y) + µ(d(Tkx, Tky) + d(y, T 2

kx)).
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By triangle inequality,

d(x, Tky) ≤ d(x, Tkx) + d(T 2
kx, Tkx) + d(T 2

kx, Tky)

≤ d(x, Tkx) + d(x, Tkx) +
(

1− c

2

)
d(Tkx, y) + µ(d(Tkx, Tky) + d(y, T 2

kx))

≤ 2d(x, Tkx) +
(

1− c

2

)
d(Tkx, x) +

(
1− c

2

)
d(x, y) + µ(d(Tkx, Tky) + d(y, T 2

kx))

≤
(

3− c

2

)
d(x, Tkx) +

(
1− c

2

)
d(x, y) + µ(d(x, T 2

kx) + d(Tkx, Tky) + d(y, T 2
kx))

≤
(

3− c

2

)
d(x, Tkx) +

(
1− c

2

)
d(x, y) + µ(d(x, Tkx) + d(Tkx, T

2
kx) + d(Tkx, x)

+ d(x, Tky) + d(y, Tkx) + d(Tkx, T
2
kx))

=
(

3− c

2

)
d(x, Tkx) +

(
1− c

2

)
d(x, y) + µ(2d(x, Tkx) + d(x, Tky)

+ d(y, Tkx) + 2d(Tkx, T
2
kx)).

Next, we derive the following fixed point result using ∆-convergence.

Theorem 1. For a nonempty subset C of a CAT(0) space (X, d), let T be an enriched Bγ,µ mapping
on C with the averaged mapping Tk, for k = 1

b+1 . Suppose {xn} is a sequence in C such that
(i) {xn} is ∆-convergent to z,
(ii) limn→∞ d(Tkxn, xn) = 0, and
(iii) d(z, Tkxn) ≤ d(z, xn).
Then z ∈ F (T ).

Proof. Since T is enriched Bγ,µ mapping, so, by Lemma 13 (iii), for c ∈ [0, 1],

d(xn, Tkz) ≤
(

3− c

2

)
d(xn, Tkxn) +

(
1− c

2

)
d(xn, z) + µ(2d(xn, Tkxn) + d(xn, Tkz)

+ d(z, Tkxn) + 2d(Tkxn, T
2
kxn)).

Using condition (iii) and Lemma 13(i),

d(xn, Tkz) ≤
(

3− c

2

)
d(xn, Tkxn) +

(
1− c

2

)
d(xn, z) + µ(2d(xn, Tkxn) + d(xn, Tkz)

+ d(z, xn) + 2d(xn, Tkxn)).
(1)

Taking n→∞ on both sides of (1) and using conditions (ii) and (iii), we get

(1− µ) lim
n→∞

d(xn, Tkz) ≤
(

1− c

2
+ µ

)
lim
n→∞

d(xn, z),

that is,
lim
n→∞

d(xn, Tkz) ≤ lim
n→∞

d(xn, z),

lim sup
n→∞

d(xn, Tkz) ≤ lim sup
n→∞

d(xn, z).

Since {xn} is ∆-convergent to z, so, if Tkz 6= z, then by Lemma 1,

lim sup
n→∞

d(xn, z) < lim sup
n→∞

d(xn, Tkz) ≤ lim sup
n→∞

d(xn, z), which is a contradiction.

Hence Tkz = z.
Since k ∈ (0, 1], by Lemma 11, z ∈ F (T ).
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Theorem 2. Let (X, d) be a CAT(0) space and C be a nonempty closed convex and bounded subset
of X. Let T be an enriched Bγ,µ mapping on C with the averaged mapping Tk for k = 1

b+1 . Suppose
{xn} is a bounded sequence in C that satisfies

(i) limn→∞ d(xn, Tkxn) = 0 and
(ii) limn→∞ d(Tkxn, T

2
kxn) = 0.

Then F (T ) 6= ∅.

Proof. Since A({xn}) contains exactly one point, let z ∈ A({xn}). Then by Lemma 3, z ∈ C.
By Lemma 13 (iii), for each n ∈ N ∪ {0} and c ∈ [0, 1], we have

d(xn, Tkz) ≤
(

3− c

2

)
d(xn, Tkxn) +

(
1− c

2

)
d(xn, z) + µ(2d(xn, Tkxn) + d(xn, Tkz)

+ d(z, Tkxn) + 2d(Tkxn, T
2
kxn)),

that is,

d(xn, Tkz) ≤
(

3− c

2

)
d(xn, Tkxn) +

(
1− c

2

)
d(xn, z) + µ(2d(xn, Tkxn) + d(xn, Tkz)+

d(z, xn) + d(xnTkxn) + 2d(Tkxn, T
2
kxn)).

So,

(1− µ) lim sup
n→∞

d(xn, Tkz) ≤
(

1− c

2
+ µ

)
lim sup
n→∞

d(xn, z).

Therefore,
r(Tkz, {xn}) ≤ r(z, {xn}).

Hence
Tkz ∈ A({xn}).

By uniqueness of asymptotic centers in CAT(0) space, we have Tkz = z. So, by Lemma 11, z is a fixed
point of T .

3 A new iterative algorithm in CAT(0) space

In this section, we develop the following iterative scheme for approximating fixed points of enriched
Bγ,µ mapping in CAT(0) space.

Let C be a nonempty subset of a CAT(0) space and x0 ∈ C. Let T be an enriched Bγ,µ mapping
on C with the averaged mapping Tk for k = 1

b+1 .
For n ∈ N ∪ {0}, we define

xn+1 = (1− βn)yn ⊕ βnTkyn,
yn = Tkzn,

zn = (1− αn)xn ⊕ αnTkxn, (2)

where αn, βn ∈ [0, 1].

Lemma 14. Let T be an enriched Bγ,µ mapping on a nonempty closed and convex subset C of
a CAT(0) space (X, d). For x0 ∈ C, let {xn} be a sequence defined by (2). If F (T ) 6= ∅, then
limn→∞ d(xn, p) exists for all p ∈ F (T ).
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Proof. For p ∈ F (T ) and k = 1
b+1 ,

d(xn+1, p) = d((1− βn)yn ⊕ βnTkyn, p)
≤ (1− βn)d(yn, p) + βnd(Tkyn, p).

Since Tk is quasi-nonexpansive,

d(xn+1, p) ≤ (1− βn)d(yn, p) + βnd(yn, p)

≤ d(yn, p)

= d(Tkzn, p)

≤ d(zn, p)

= d((1− αn)xn ⊕ αnTkxn, p)
≤ (1− αn)d(xn, p) + αnd(Tkxn, p)

≤ (1− αn)d(xn, p) + αnd(xn, p)

= d(xn, p).

Thus, {d(xn, p)} is a monotonically decreasing sequence that is bounded below.
Hence, limn→∞ d(zn, p) exists for all p ∈ F (T ).

Theorem 3. Let C be a nonempty closed and convex subset of a complete CAT(0) space (X, d)
and T be an enriched Bγ,µ mapping on C. For x0 ∈ C, let {xn} be a sequence defined by (2).
Then F (T ) 6= ∅ if and only if {xn} is bounded and limn→∞ d(xn, Tkxn) = 0, where Tk is the averaged
mapping with k = 1

b+1 .

Proof. Let F (T ) 6= ∅ and p ∈ F (T ). So by Lemma 14, limn→∞ d(xn, p) exists and thus, {xn} is
bounded.

Let limn→∞ d(xn, p) = a ≥ 0. For n ∈ N ∪ {0},

d(xn, Tkxn) ≤ d(xn, p) + d(Tkxn, p)

≤ 2d(xn, p).

So, limn→∞ d(xn, Tkxn) exists.
Now,

d(xn+1, p) ≤ d(yn, p) ≤ d(zn, p) ≤ d(xn, p),

that is,

a = lim sup
n→∞

d(xn+1, p) ≤ lim sup
n→∞

d(yn, p) ≤ lim sup
n→∞

d(zn, p) ≤ lim sup
n→∞

d(xn, p) = a.

Also,
a = lim inf

n→∞
d(xn+1, p) ≤ lim inf

n→∞
d(yn, p) ≤ lim inf

n→∞
d(zn, p) ≤ lim inf

n→∞
d(xn, p) = a.

Hence
lim sup
n→∞

d(zn, p) = lim inf
n→∞

d(zn, p) = a.

So,
lim
n→∞

d(zn, p) = a,

Mathematics Series. No. 2(118)/2025 69



N. Goswami, D. Pathak

that is,
lim
n→∞

d((1− αn)xn ⊕ αnTkxn, p) = a.

Also, we have
lim sup
n→∞

d(xn, p) ≤ a and lim sup
n→∞

d(Tkxn, p) ≤ a.

So, by Lemma 6, limn→∞ d(xn, Tkxn) = 0.
Conversely, suppose that {xn} is bounded and limn→∞ d(xn, Tkxn) = 0. Since A({xn}) contains

exactly one point, let p ∈ A({xn}). By Lemma 13 (iii), for c ∈ [0, 1], we get

d(xn, Tkp) ≤
(

3− c

2

)
d(xn, Tkxn) +

(
1− c

2

)
d(xn, p) + µ(2d(xn, Tkxn) + d(xn, Tkp)

+ d(p, Tkxn) + 2d(Tkxn, T
2
kxn))

≤
(

3− c

2

)
d(xn, Tkxn) +

(
1− c

2

)
d(xn, p) + µ(2d(xn, Tkxn) + d(xn, Tkp)

+ d(p, Tkxn) + 2d(xn, Tkxn)).

So,

lim sup
n→∞

d(xn, Tkp) ≤
(

3− c

2

)
lim sup
n→∞

d(xn, Tkxn) +
(

1− c

2

)
lim sup
n→∞

d(xn, p)

+ µ(2 lim sup
n→∞

d(xn, Tkxn) + lim sup
n→∞

d(xn, Tkp) + lim sup
n→∞

d(p, Tkxn)

+ 2 lim sup
n→∞

d(Tkxn, T
2
kxn))

≤
(

3− c

2

)
lim sup
n→∞

d(xn, Tkxn) +
(

1− c

2

)
lim sup
n→∞

d(xn, p)

+ µ(2 lim sup
n→∞

d(xn, Tkxn) + lim sup
n→∞

d(xn, Tkp)

+ lim sup
n→∞

d(p, Tkxn) + 2 lim sup
n→∞

d(xn, Tkxn)),

that is,

(1− µ) lim sup
n→∞

d(xn, Tkp) ≤
(

1− c

2
+ µ

)
lim sup
n→∞

d(xn, p).

Since 2µ ≤ γ, taking c = 2γ, we get

lim sup
n→∞

d(xn, Tkp) ≤ lim sup
n→∞

d(xn, p).

Therefore,
r(Tkp, {xn}) ≤ r(p, {xn}).

Hence
Tkp ∈ A({xn}).

By Lemma 5, Tkp = p, that is, p ∈ F (Tk) and by Lemma 11, p ∈ F (T ). Hence, F (T ) 6= ∅.

In view of the above theorem, we can say that the sequence {xn} defined by (2), is ∆-convergent
to a fixed point of T .

The next result deals with the strong convergence of the iterative algorithm (2) to a fixed point.
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Theorem 4. Let C be a nonempty closed and convex subset of a complete CAT(0) space (X, d).
Let T be an enriched Bγ,µ mapping on X and for x0 ∈ C, {xn} be a sequence defined by (2). Let
F (T ) 6= ∅. Then {xn} converges strongly to a fixed point of T if and only if

lim inf
n→∞

d(xn, F (T )) = 0,

where d(x, F (T )) = inf{d(x, p); p ∈ F (T )}.

Proof. Let {xn} be convergent to p ∈ F (T ). Then limn→∞ d(xn, p) = 0. Now,

0 ≤ d(xn, F (T )) = inf{d(xn, p) : p ∈ F (T )} ≤ d(xn, p).

Therefore, limn→∞ d(xn, F (T )) = 0. Hence

lim inf
n→∞

d(xn, F (T )) = 0.

Conversely, let
lim inf
n→∞

d(xn, F (T )) = 0.

By Lemma 14, limn→∞ d(xn, p) exists for all p ∈ F (T ) and {d(xn, p)} is monotonically decreasing.
Thus,

lim
n→∞

d(xn, F (T )) = 0.

Consider a subsequence {xnk} of {xn} such that

d(xnk , pk) <
1

2k
for all k ∈ N and for {pk} ⊆ F (T ).

Since {d(xn, p)}, p ∈ F (T ) is monotonically decreasing, so, for each k,

d(xnk+1
, pk) ≤ d(xnk , pk) <

1

2k
.

Now,

d(pk+1, pk) ≤ d(pk+1, xnk+1
) + d(xnk+1

, pk)

<
1

2k+1
+

1

2k

<
1

2k−1
.

Hence {pk} is a Cauchy sequence in F (T ). Since F (T ) is closed, {pk} converges to some p ∈ F (T ).
Now,

d(xnk , p) ≤ d(xnk , pk) + d(pk, p).

Taking k →∞, we get
lim
n→∞

d(xnk , p) = 0.

Since, limn→∞ d(xn, p) exists, so, limn→∞ d(xn, p) = 0.
Hence {xn} converges to p ∈ F (T ).

We recall from [30] that a mapping T on a nonempty convex subset C of a CAT(0) space (X, d)
with F (T ) 6= ∅ satisfies the condition (I) if there exists a nondecreasing function f : [0,∞) → [0,∞)
with f(0) = 0 and f(r) > 0 for all r ∈ (0,∞) such that f(d(x, F (T ))) ≤ d(x, Tx) for all x ∈ C. Here
we use this condition (I) to prove the next strong convergence result.
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Theorem 5. For a nonempty closed and convex subset C of a complete CAT(0) space (X, d), let T
be an enriched Bγ,µ mapping on C with the averaged mapping Tk for k = 1

b+1 . Let F (T ) 6= ∅ and for
x0 ∈ C, {xn} be a sequence defined by (2). If Tk satisfies condition (I) for a self-mapping f on [0,∞),
then {xn} converges strongly to a fixed point of T .

Proof. Since F (T ) 6= ∅, by Theorem 3, limn→∞ d(xn, Tkxn) = 0.
Also, by condition (I),

lim
n→∞

f(d(xn, F (Tk))) ≤ lim
n→∞

d(xn, Tkxn) = 0.

So,
lim
n→∞

f(d(xn, F (Tk))) = 0.

Therefore,
lim
n→∞

(d(xn, F (Tk))) = 0.

As k ∈ (0, 1], so,
lim
n→∞

(d(xn, F (T ))) = 0.

Hence {xn} converges strongly to a fixed point of T .

We demonstrate the above theorem by the following example.

Example 3. Consider the CAT(0) space X = [0, 1] with

d(x, y) =

{
x+ y, if x 6= y,

0, otherwise.

Let C = [0, 13 ] and T : C → C be defined by T (x) = 1 − 2x, x ∈ C. Then T is an enriched Bγ,µ
mapping with b = 1, γ = 2

3 , µ = 0.
For k = 1

2 , the averaged mapping Tk is given by Tk(x) = 1−x
2 , x ∈ C.

Clearly, F (Tk) = F (T ) = {13} 6= ∅.
We take f as the identity mapping on [0,∞). Then Tk satisfies condition (I) with respect to f .
So, by Theorem 5, for x0 ∈ C, the sequence {xn} defined by (2) converges strongly to a fixed point

of Tk.
Taking x0 = 0.05, x0 = 0.1, x0 = 0.2 and x0 = 0.25, we see the convergence of the iterative scheme

as follows:

n x0 = 0.05 x0 = 0.1 x0 = 0.2 x0 = 0.25

1 0.342188 0.340625 0.337500 0.335938
2 0.333057 0.333105 0.333203 0.333252
3 0.333342 0.333340 0.333337 0.333336
4 0.333333 0.333333 0.333333 0.333333
5 0.333333 0.333333 0.333333 0.333333
6 0.333333 0.333333 0.333333 0.333333

In Figure 1, the blue, purple, red, and green dotted lines represent the sequences defined by the
iterative algorithm (2), when x0 = 0.05, x0 = 0.1, x0 = 0.2 and x0 = 0.25 respectively. It is seen that
each sequence converges to the fixed point 1

3 .
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Figure 1. Convergence of the iteration scheme (2) with different initial points

Conclusion

We have established some fixed point results for enriched Bγ,µ mapping in CAT(0) space. Also,
we introduced a new iteration scheme for such mappings in CAT(0) space and proved weak and
strong convergence results of this iteration scheme. In 2022, Tufa et al. [31] constructed an iterative
scheme to approximate the fixed point of a countable family of quasi-nonexpansive non-self-mapping
in complete CAT(0) space. In this context, the investigation of common fixed points for a countable
family of enriched Bγ,µ mappings is a scope of future study. Moreover, the comparison of the rate of
convergence of our derived iteration scheme with some existing iteration schemes is another aspect for
future discussion.
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A fractal-fractional gingerbread-man map generalized by
p−fractal-fractional difference operator
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By using the generalization of the gamma function (p−gamma function: Γp(.)), we introduce a generaliza-
tion of the fractal-fractional calculus which is called p−fractal-fractional calculus. Examples are illustrated
including the basic power functions. As applications, we formulate the p−fractal-fractional difference opera-
tors. A class of maps, called gingerbread-man maps, is investigated. We present a new idea of a stability for
continuous system, based on three parameters. Sufficient conditions are illustrated to obtain the stability
of the system.

Keywords: fractional calculus, fractal calculus, fractional difference operator, fractal-fractional differential
operator, fractal-fractional calculus, fractal-fractional discrete operator.

2020 Mathematics Subject Classification: 26A33.

Introduction

Combining the concepts of fractal and fractional operators in the notion of fractal-fractional
operators [1], which are operators applied to functions defined on fractal sets and utilizing fractional
calculus. Fractal-fractional operators are an interdisciplinary field spanning science, mathematics, and
electronics [2, 3]. They have been applied in several domains, including as data processing, image
evaluation, and the mathematical modeling of intricate systems including non-local and self-similar
behavior [4, 5].

The normal gamma function is extended in the generalized gamma function (see [6]), which can
be expressed for positive real numbers. It has several uses in the fields of mathematics, physics,
engineering, and statistics (see [7–10]), when p is a positive integer. The fact that both the scale
parameter and the form parameter are included makes its properties more complicated than those of
the standard one. It is a key tool in many mathematical and scientific contexts, especially when dealing
with circumstances with intricate and diverse data distributions [11,12].

We offer a generalization of the fractal-fractional calculus utilizing the generalization of the gamma
function called p−gamma function. The discrete p−fractal-fractional operators are also developed.
We demonstrate that well-known examples are included in the generalized operators. The paper is
organized as follows: Section 2 deals with the methods and observations (our main results). Section 3
provides the conclusion of this analysis with suggestions, as future works.
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1 Presentation and Notices

This section deals with all concepts that will be used in the sequel.

Definition 1. The p−gamma function can be generalized as follows [6] (see Table 1 for some values
of p−gamma function)

Γp(ζ) = lim
m→∞

m!pm(mp)
ζ
p
−1

(ζ)m,p
, p > 0,

where (ζ)m,p := ζ(ζ+p)(ζ+2p) . . . (ζ+(m−1)p) and (ζ)m,p =
Γp(ζ +mp)

Γp(ζ)
.Moreover, Γ(ζ) = lim

p→1
Γp(ζ),

Γp(ζ) = pζ/p−1Γ(ζ/p), Γp(ζ + p) = ζΓp(ζ), and Γp(p) = 1.

T a b l e 1

Exact and numerical solution of example 1

ζ Γ1(ζ) Γ2(ζ) Γ3(ζ) Γ4(ζ) Γ5(ζ)

1 1.000 1.253 1.288 1.282 1.267
2 1.000 1.000 0.939 0.886 0.845
3 2.000 1.253 1.000 0.867 0.782
4 6.000 2.000 1.288 1.000 0.844
5 24.000 3.760 1.878 1.282 1.000

Definition 2. [1] Suppose that ϕ(χ) is a differentiable over (0, b), then the Caputo fractal-fractional
derivative is given as follows (µ, ν ∈ (n− 1, n]):

C∆µ,ν
χ ϕ(χ) :=

1

Γ(n− µ)

∫ χ

0

dϕ(t)

dtν
(χ− t)n−µ−1dt.

And for a continuous function ϕ(χ) and fractal differentiable over (0, b), the Riemann-Liouville fractal-
fractional differential operator is given by the formula (µ, ν ∈ (n− 1, n]):

RL∆µ,ν
χ ϕ(χ) :=

1

Γ(n− µ)

d

dχν

∫ χ

0
ϕ(t)(χ− t)n−µ−1dt,

where
dϕ(χ)

dχν
= lim

χ→t

ϕ(χ)− ϕ(t)

χν − tν
.

More generalization is formulated for the above operators, as follows (µ, ν, γ ∈ (n− 1, n]):

C∆µ,ν,γ
χ ϕ(χ) :=

1

Γ(n− µ)

∫ χ

0

dγϕ(t)

dtν
(χ− t)n−µ−1dt.

And
RL∆µ,ν,γ

χ ϕ(χ) :=

dγ

dχν

Γ(n− µ)

∫ χ

0
ϕ(t)(χ− t)n−µ−1dt,

where
dγϕ(χ)

dχν
= lim

χ→t

ϕγ(χ)− ϕγ(t)

χν − tν
.

Correspondingly, the fractal-fractional integral operator of order µ, ν > 0 is formulated by the structure:

Y µ,ν
χ ϕ(χ) :=

ν

Γ(µ)

∫ χ

0
tµ−1ϕ(t)(χ− τ)µ−1dt, µ, ν > 0.
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Combining the definition of p−gamma function and the fractal-fractional operators to get the
generalized fractal-fractional operators, as follows:

Definition 3. Suppose that ϕ(χ) is a differentiable over the open interval (0, b). Then the Caputo
p−fractal-fractional derivative is given as follows (µ, ν ∈ (n− 1, n]):

C
p∆µ,ν

χ ϕ(χ) :=
1

pΓp(n− µ)

∫ χ

0

dϕ(t)

dtν/p
(χ− t)n−µ/p−1dt.

And for a continuous function ϕ(t) and fractal differentiable over (0, b), the Riemann-Liouville p−fractal-
fractional differential operator is given by the formula (µ, ν ∈ (n− 1, n]):

RL
p ∆µ,ν

χ ϕ(χ) :=

d
dχν/p

pΓp(n− µ)

∫ χ

0
ϕ(t)(χ− t)n−µ/p−1dt,

where
dϕ(χ)

dχν/p
= lim

χ→t

ϕ(χ)− ϕ(t)

χν/p − tν/p
.

More generalization is considered for the above operators, as follows (µ, ν ∈ (n− 1, n]):

C
p∆µ,ν,γ

χ ϕ(χ) :=
1

pΓp(n− µ)

∫ χ

0

dγ/pϕ(t)

dtν/p
(χ− t)n−µ/p−1dt.

And

RL
p ∆µ,ν,γ

χ ϕ(χ) :=

dγ/p

dχν/p

pΓp(n− µ)

∫ χ

0
ϕ(t)(χ− t)n−µ/p−1dt,

where
dγ/pϕ(χ)

dχν/p
= lim

χ→t

ϕγ/p(χ)− ϕγ/p(t)
χν/p − tν/p

.

Correspondingly, the p−fractal-fractional integral operator of order µ, ν > 0 is formulated by the
structure:

pY
µ,ν
χ ϕ(χ) :=

ν

pΓp(µ)

∫ χ

0
tµ/p−1ϕ(t)(χ− τ)µ/p−1dt.

Example 1. Now for the generalized p−fractal-fractional operators, we have

dϕ(χ)

dχν
= lim

χ→t

χm − tm

χν/p − tν/p
=
mptm−ν/p

ν

then (µ, ν ∈ (0, 1])

C
p∆µ,ν

χ χm =
mp

νpΓp(1− µ)

∫ χ

0

(
tm−ν/p

)
(χ− t)−µ/pdt

=
m

νΓp(1− µ)

Γ
(

1− µ
p

)
Γ
(
m− ν

p + 1
)
χ
mp+p−µ−ν

p

Γ
(
m− −2p+µ+ν

p

) ,

RL
p ∆µ,ν

χ (χm) =
1

pΓp(1− µ)

d

dχν/p

∫ χ

0
(tm)(χ− t)−µ/pdt

=
1

pΓp(1− µ)

d

dχν/p

Γ(m+ 1)Γ
(

1− µ
p

)
χ
m−µ

p
+1

Γ
(
m− µ

p + 2
)


=

1

pΓp(1− µ)

(
Γ(m+ 1)Γ(1− µ/p)

Γ(m− µ/p+ 2)

)(
d

dχν/p
χm−µ/p+1

)
.
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But

d

dχν/p
χm−µ/p+1 =

(−µ+mp+ p)

ν
χ(−µ+mp+p−ν)/p

thus, we have

RL
p ∆µ,ν

χ (χm) =
1

pΓp(1− µ)

(
Γ(m+ 1)Γ(1− µ/p)

Γ(m− µ/p+ 2)

)
(−µ+mp+ p)χ(−µ+mp+p−ν)/p

ν
.

The p−fractal-fractional integral implies that

pY
µ,ν
χ χm =

ν
∫ χ

0 tµ/p−1tm(χ− t)µ/p−1dt

pΓp(µ)

=
ν

pΓp(µ)

Γ
(
µ
p

)
χ
m+ 2µ

p
−1

Γ
(
m+ µ

p

)
Γ
(
m+ 2µ

p

)
=
νχ

m+ 2µ
p
−1

Γ
(
m+ µ

p

)
p
µ
p
−1

Γ
(
m+ 2µ

p

) .

dγ/pϕ(χ)

dχν/p
= lim

χ→t

χ(γ/p)m − t(γ/p)m

χν/p − tν/p
=
γmt(γm−ν)/p

ν
,

then we have

C
p∆µ,ν,γ

χ (χm) =
γm

∫ χ
0

(
t(γm−ν)/p

)
(χ− t)−µ/pdt

νp(1−µ)/pΓ

(
1− µ
p

)

=
γmχ

γm−µ+p−ν
p

ν p(1−µ)/p

 Γ(1− µ

p
)Γ
(
γm+p−ν

p

)
Γ

(
1− µ
p

)
Γ
(
−−γm−2p+ν+µ

p

)
 .

RL
p ∆µ,ν,γ

χ (χm) =
1

p(1−µ)/pΓ

(
1− µ
p

) dγ/p

dχν/p

∫ χ

0
(tm)(χ− t)−µ/pdt

=
γ (p+mp− µ)χ−(p(ν−(1+m)γ)+γµ)/p2

νp(1−µ)/p+1

 Γ(m+ 1)Γ(1− µ/p)

Γ

(
1− µ
p

)
Γ(m− µ/p+ 2)

 .

1.1 p−fractal-fractional differences operators

In light of the fact that the forward and backward difference operators are characterized as follows:

fg(χ) = g(χ+ 1)− g(χ), gg(χ) = g(χ)− g(χ− 1)
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satisfying the iterationfk = f(fk−1) andgk = g(gk−1).And for the fractional orderfµ = fn(f−n+µ)
and gµ = (−1)n gn (g−n+µ), where n = [µ] + 1. In [13], the Caputo fractional difference is defined as
follows:

C fµ g(χ) = f−(n−µ) fn g(χ)

=
1

Γ(n− µ)

χ−(n−µ)∑
k=0

(χ− k − 1)n−µ−1 fn
k g(χ),

where the factor χµ is defined by

χµ =
Γ(χ+ 1)

Γ(χ+ 1− µ)
, µ > 0;

and
C gµ g(χ) = g−(n−µ) gn g(χ)

=
1

Γ(n− µ)

b∑
k=χ+(n−µ)

(k − 1− χ)n−µ−1 gn
k g(χ),

correspondingly, the fractional integral difference operators are as follows:

f−µg(χ) =
1

Γ(µ)

χ−µ∑
k=0

(χ− k − 1)µ−1 fn
k g(χ),

g−µg(χ) =
1

Γ(µ)

b∑
k=χ+µ

(k − 1− χ)µ−1 gn
k g(χ).

We have the next generalized process of fractal-fractional difference formula.
Definition 4. The Caputo fractal-fractional difference operators are defined as follows:

C fµ,ν g(χ) =
1

Γ(n− µ)

χ−(n−µ)∑
k=0

(χν − (k + 1)ν)n−µ−1 fn
k g(χ),

where the factor (χν)µ is defined by

(χν)µ =
Γ(χν + 1)

Γ(χν + 1− µ)
, µ, ν > 0;

and

C gµ,ν g(χ) =
1

Γ(n− µ)

b∑
k=χ+(n−µ)

((k − 1)ν − χν)n−µ−1 gn
k g(χ),

correspondingly, the fractal-fractional integral difference operators are given by the formulas

f−µ,νg(χ) =
1

Γ(µ)

χ−µ∑
k=0

(χν − (k + 1)ν)µ−1 gn
k g(χ),

g−µ,νg(χ) =
1

Γ(µ)

b∑
k=χ+µ

((k − 1)ν − χν)µ−1 gn
k g(χ).
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More generalization is given by using p−fractal-fractional formula.

Definition 5. The Caputo p−fractal-fractional difference operators are defined as follows:

C
p fµ,ν g(χ) =

1

pΓp(n− µ)

χ−(n−µ)∑
k=0

(χν − (k + 1)ν)n−µ/p−1 fn
k g(χ),

where the factor χµ/p is defined by

(χν)µ/p =
Γp(χ

ν + 1)

Γp(χν + 1− µ/p)
, µ, ν, p > 0;

C
p gµ,ν g(χ) =

1

pΓp(n− µ)

b∑
k=χ+(n−µ)

((k − 1)ν − χν)n−µ/p−1 gn
k g(χ),

correspondingly, the p−fractal-fractional integral difference operators are given by the formulas

p f
−µ,ν g(χ) =

1

pΓp(µ)

χ−µ∑
k=0

(χν − (k + 1)ν)µ/p−1 fn
k g(χ),

p g
−µ,ν g(χ) =

1

pΓp(µ)

b∑
k=χ+µ

((k − 1)ν − χν)µ/p−1 gn
k g(χ).

Definition 6. The Caputo p−fractal-fractional difference operators are defined as follows:

C
p fµ,ν g(χ) =

1

p(n−µ)/p)Γ( (n−µ)
p )

χ−(n−µ)∑
k=0

(χν − (k + 1)ν)n−µ/p−1 fn
k g(χ),

where the factor (χν)µ is defined by

(χν)µ/p =
p

(µ)

p2 Γ
(

(χν+1)
p

)
Γ
(

(χν+1−µ/p)
p

) ,

C
p gµ,ν g(χ) =

1

p(n−µ)/p)Γ( (n−µ)
p )

b∑
k=χ+(n−µ)

((k − 1)ν − χν)n−µ/p−1 gn
k g(χ),

correspondingly, the fractal-fractional integral difference operators are given by the formulas

p f
−µ,ν g(χ) =

1

pµ/pΓ(µp )

χ−µ∑
k=0

(χν − (k + 1)ν)µ/p−1 fn
k g(χ),

p g
−µ,ν g(χ) =

1

pµ/pΓ(µp )

b∑
k=χ+µ

((k − 1)ν − χν)µ/p−1 gn
k g(χ).
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Note that for a positive integer q and µ > 0, we have

p f
−µ,ν (fqg(χ)) = fq

(
p f
−µ,ν g(χ)

)
−

q−1∑
k=0

(χν − aν)k+µ/p−q

pµ/pΓ(µ/p+ k − q + 1)
fk g(a),

p g
−µ,ν (gqg(χ)) = gq

(
p g
−µ,ν g(χ)

)
−

q−1∑
k=0

(bν − χν)k+µ/p−q

pµ/pΓ(µ/p+ k − q + 1)
gk g(b).

As a consequence, when change n − µ/p instead of µ/p and n instead of q a calculation yields the
following result:

Proposition 1. If ν, µ, p > 0 then

C
p fµ,ν g(χ) = RL

p fµ,ν g(χ)−
n−1∑
k=0

(χν − aν)k−µ/p

pµ/pΓ(k + 1− µ
p )

fk g(a),

and (χ ∈ [a, b], n = [µ/p] + 1)

C
p gµ,ν g(χ) = RL

p gµ,ν g(χ)−
n−1∑
k=0

(bν − χν)k−µ/p

pµ/pΓ(k + 1− µ
p )

gk g(b).

When p = 1 and ν = 1, we obtain the result in [13] – Theorem 14.

1.2 Generalized gingerbread-man map (GGMM)

A gingerbread-man map is a two-dimensional chaotic map agreeing to the theory of dynamical
systems. When specific initial circumstances and initial parameters are used, the map is chaotic. This
map looks like a gingerbread man when the set of chaotic solutions is designed [14]

xk+1 = 1− yk + |xk|, (1)
yk+1 = xk, k ∈ N ∪ {0}.

By using the generalized p−fractal-fractional operator C
p f

µ,ν , the system turns into the following
equations:

C
p fµ,ν x(k) = 1− y(k +

µ

p
− 1) +

∣∣∣∣x(k +
µ

p
− 1)

∣∣∣∣
− x(k +

µ

p
− 1),

C
p fµ,ν y(k) = x(k +

µ

p
− 1)− y(k +

µ

p
− 1),

where µ, ν ∈ (0, 1], p ≥ 1, k ∈ N1+µ
p
. By using the generalized p−fractal-fraction integral form C

p f
−µ,ν

with some preparations, we have

x(n) = x0 +
1

p
µ
p Γ(µp )

n−1−µ∑
k=1

(nν − (k + 1)ν)
µ
p
−1
(

1− y(k +
µ

p
− 1) + |x(k +

µ

p
− 1)| − x(k +

µ

p
− 1)

)
,

y(n) = y0 +
1

p
µ
p Γ(µp )

n−1−µ∑
k=1

(nν − (k + 1)ν)
µ
p
−1
(
x(k +

µ

p
− 1)− y(k +

µ

p
− 1)

)
.
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Now by using the factor

(χν − τν)µ/p =
p

(µ)

p2 Γ
(

(χν−τν+1)
p

)
Γ
(

(χν−τν+1−µ/p)
p

) , µ, ν, p > 0,

we get the system (see Figure 1):

Figure 1. The plot of system (1) and system (2), when for different p−fractal-fractional value

satisfying ν =
log
(
−9997pp/µΓ(p/µ)+10000

9997pp/µΓ(p/µ)−10000

)
log(µ)

, ν =
log
(
−9998pp/µΓ(p/µ)+10000

9998pp/µΓ(p/µ)−10000

)
log(µ)

, and

ν =
log
(
−9999pp/µΓ(p/µ)+10000

9999pp/µΓ(p/µ)−10000

)
log(µ)

respectively. The iteration is selected for n = 1 to 1000.

x(n) = x0 +
1

p
µ
p Γ(µp )

n−1−µ∑
k=1

Γ
(

(nν−(k+1)ν)+1
p

)
Γ

(
(nν−(k+1)ν)−µ

p

p

) (nν − (k + 1)ν)
µ
p
−1 (2)

×
(

1− y(k +
µ

p
− 1) + |x(k +

µ

p
− 1)| − x(k +

µ

p
− 1)

)
,

y(n) = y0 +
1

p
µ
p Γ(µp )

n−1−µ∑
k=1

Γ
(

(nν−(k+1)ν)+1
p

)
Γ

(
(nν−(k+1)ν)−µ

p

p

) (x(k +
µ

p
− 1)− y(k +

µ

p
− 1)

)
.

System (2) can be recognized as follows:

x(n) = x0 +
1

p
µ
p Γ(µp )

n−1−µ∑
k=1

Γ
(

(nν−(k+1)ν)+1
p

)
Γ
(

(nν−(k+1)ν)−µ/p
p

)
× (nν − (k + 1)ν)

µ
p
−1
(

1− y(k +
µ

p
− 1)− 2x(k +

µ

p
− 1)

)
,

y(n) = y0 +
1

p
µ
p Γ(µp )

n−1−µ∑
k=1

Γ
(

(nν−(k+1)ν)+1
p

)
Γ

(
(nν−(k+1)ν)−µ

p

p

) (x(k +
µ

p
− 1)− y(k +

µ

p
− 1)

)
.
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Thus, the characteristic polynomial is P1(λ) = λ2 + 3λ+ 3, where the eigenvalues are
λ1,2 = 1/2(−3± i

√
3) corresponding to the eigenvectors v1,2 = (1/2(−1± i

√
3), 1). Hence, the system is

in the steady behavior. Moreover, the equilibrium point is (1/3, 1/3), while the fixed point is 2/7, 1/7.
In addition, we have

x(n) = x0 +
1

p
µ
p Γ(µp )

n−1−µ∑
k=1

Γ
(

(nν−(k+1)ν)+1
p

)
Γ
(

(nν−(k+1)ν)−µ/p
p

) (1− y(k +
µ

p
− 1)

)
,

y(n) = y0 +
1

p
µ
p Γ(µp )

n−1−µ∑
k=1

Γ
(

(nν−(k+1)ν)+1
p

)
Γ
(

(nν−(k+1)ν)−µ/p
p

) (x(k +
µ

p
− 1)− y(k +

µ

p
− 1)

)
.

Obviously, the characteristic polynomial is P1(λ) = λ2 + λ + 1, where the eigenvalues are
λ1,2 = 1/2(−1± i

√
3) corresponding to the eigenvectors v1,2 = (1/2(−1± i

√
3), 1). Hence, the system

is in the steady behavior. Moreover, the equilibrium point is (1, 1), while the fixed point is 2/3, 1/3.
The stability can be realized by the following generalized result.

Application 1. In this part, we introduce an application on control theory using the operator
C
p∆µ,ν,γ

χ ϕ(χ). A p-fractal-fractional PID controller can be presented by

u(χ) = Kae(χ) +Ki pY
µ,ν
χ e(χ) +Kd

C
p∆µ,ν,γ

χ e(χ),

where
• u(χ) is the Control signal (output of the controller);
• Ka: Proportional gain (adjusts the control response to the current error);
• Ki: Integral gain (adjusts the control response based on the accumulated past error);
• Kd: Derivative gain (adjusts the control response based on the predicted future error);
• e(χ): Error signal;
• pY

µ,ν
χ e(χ): p−fractal-fractional integral operator, which is accounting for memory effects and

fractal properties;
• Cp∆µ,ν,γ

χ e(χ): p−fractal-fractional differential operator, which is capturing anomalous diffusion
and self-similar properties in the system.

Note that when µ = ν = p = 1, we obtain the integer case. By adding fractal and fractional
dynamics, this controller goes beyond conventional PID control, improving performance in complicated,
memory-dependent, and nonlinear systems. The stabilization of chaotic systems by the use of control
mechanisms that lessen unpredictability and guarantee a desired steady-state or periodic behavior
is known as chaos suppression. Feedback control, adaptive control, and sliding mode control are
examples of traditional chaotic control techniques. However, by combining memory effects and multi-
scale dynamics, fractal-fractional controllers provide special benefits.

By using the fractal-fractional weight wk as follows

wk := (nν − kν)µ/p =
p

(µ)

p2 Γ
(

(nν−kν+1)
p

)
Γ
(

(nν−kν+1−µ/p)
p

) , µ, ν, p > 0,

the controller of system (2) can be defined as follows:

un = −Kaen −Ki

n∑
k=0

wkek −Kd(en − en−1),
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where en = xn − xd is the error with a desired fixed point xd. The system exhibits a wide variety of
x-values and stays chaotic for low Ka values. The system changes into a more steady, periodic behavior
as Ka rises. The system completely stabilizes and displays a single fixed point after a particular
threshold is reached. This demonstrates how more control gains reduce chaos and make a system more
predictable.

The stability will be studied in the next section.

2 Stability

This section deals witht the sufficient conditions of the stability of the suggested system. If every
zero of a polynomial with real coefficients has a negative real part, the polynomial is stable and/or a
Hurwitz polynomial. A stable polynomial’s coefficients share identical sign, as is widely recognized [15].
On the other hand, all of a matrix’s eigenvalues, having negative real portions, indicates that the
matrix is stable. In the domain of matrices, stability is frequently crucial to control theory and
dynamic systems. We analyze the characteristic polynomial for λ in order to get the eigenvalues.
The eigenvalues of matrix M are represented by the solutions (λ). The system is stable if the real
components of all the eigenvalues are negative. Since stability describes how a system behaves in
time, it is an essential topic in many domains, such as differential equations, control theory, and signal
processing. We start with the linear system.

2.1 Linear system

We start with the next system.

Definition 7. Let f(χ) = f(χ;χ0, f0) be the solution of

C
p fµ,ν f(χ) = F (χ, f)

with the following details:
• f(χ) has a structure over [χ0,∞);
• the point (χ, f(χ)) ∈ E, where

E := {(χ, χ) : χ ∈ (χ1,∞), ‖f‖ < χ0, χ > χ0}.

Then f is called stable whenever a positive real number η > 0 exists for all solutions f(χ) =
f(χ;χ0, f0) ∈ E achieving the relation

‖f1 − f0‖ < η,

and for arbitrary numbers ε > 0 and 0 < ζ ≤ η, the inequality

‖f1 − f0‖ < ζ ⇒ ‖f(χ;χ0, f0)− f(χ;χ0, f1)‖ < ε, χ ∈ [χ0,∞).

Additionally,
lim
χ→∞

‖f(χ;χ0, f0)− f(χ;χ0, f1)‖ = 0

then the solution f is asymptotically stable.

Theorem 2. Assume the linear system

C
p fµ,ν

(
f(χ)
g(χ)

)
= Υ2×2

(
f(χ)
g(χ)

)
. (3)

Then the system is stable if and only if the solutions are bounded.
Moreover, if the characteristic polynomial of Υ is stable, the system is asymptotically stable.
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Proof. Via creating a matrix-valued function with two variables, Υ, as follows:

Υ(x, y) =


υ11(x, y) υ12(x, y) . . . υ1n(x, y)
υ21(x, y) υ22(x, y) . . . υ2n(x, y)

...
...

. . .
...

υm1(x, y) υm2(x, y) . . . υmn(x, y)

 .
Each element υij(x, y) of the matrix is a scalar-valued function of x and y. Note that when x = y,
then we obtain the matrix. In this case, m = 2 and n = 2, each element of the matrix is a linear
combination of x and y.

Now, the boundedness of solutions of system (3) implies that there exists a fixed number
% > 0 achieving the inequality ‖Υ‖ < %, where ‖.‖ represents the max norm of the matrix

(‖Υ‖ = max
1≤j≤n

m∑
i=1

|υij |). This leads to

‖f(χ)− f0(χ)‖ < ε

2%
, ‖g(χ)− g0(χ)‖ < ε

2%
, ε > 0.

As a result, we get

‖f(χ;χ0, f0)− f(χ;χ0, χ1)‖ = ‖Υ(χ, χ0)(f0 − f1)‖ < %ε

2%
=
ε

2
.

In a similar vein, there is

‖g(χ;χ0, g0)− g(χ;χ0, g1)‖ = ‖Υ(χ, χ0)(g0 − g1)‖ < %ε

2%
=
ε

2
.

Let R = (f, g)t, then

‖R(χ)−R0(χ)‖ ≤ ‖Υ(χ, χ0) (R(χ)−R0(χ)) ‖
≤ %‖R(χ)−R0(χ)‖

< %(
ε

2%
+

ε

2%
)

= ε.

Based on the definition of stability, system (3) is stable.
On the other hand, the stability of the results, involving the zero-value solution, means that the

inequality is satisfied by a constant with a positive value ω for a positive number ε > 0, as follows:

‖R(χ)‖ < ω ⇒ ‖Υ(χ)R(χ)‖ < ε.

In particular,
‖f(χ)‖ = ‖f(χ;χ0, f0)‖ < ε/2

and
‖g(χ)‖ = ‖g(χ;χ0, g0)‖ < ε/2.

Hence, all stable solutions are bounded.
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Now, the findings are asymptotically stable, provided the characteristic polynomial corresponding
to Υ is stable (all its roots are negative).

‖f(χ;χ0, f0)− f(χ;χ0, f1)‖ ≤ % exp

(
Υ(χν − χν0)µ/p

µ/p

)
‖f1 − f0‖

≤ % exp(−ε1
χµν/p

µν/p
), 0 < ε1 < ε = 0,

χ→∞, µ, ν ∈ (0, 1], p ≥ 1.

In the same manner, we get

‖g(χ;χ0, g0)− g(χ;χ0, g1)‖ ≤ c exp

(
Υ(χν − χν0)µ/p

µ/p

)
‖g1 − g0‖

≤ c exp

(
−ε1

χνµ/p

µν/p

)
, 0 < ε1 < ε = 0,

χ→∞, µ, ν ∈ (0, 1], p ≥ 1,

which implies the asymptotically stable outcomes.

Corollary 1. Suppose that all of the eigenvalues of the sup norm ‖Υ‖ < 1 fall inside the interval
[0,1]. Then the system is stable, while if each solution of system (3) is bounded, then the system is
asymptotically stable.

Proof. Assume the characteristic polynomial Υ such that ‖Υ‖ < 1 and all its eigenvalues are in
the interval [0, 1]. Then it is an invertible positive contraction [15]. Then Υ−1

2×2 − Id is positive semi-
definite, with positive determinant |Υ2×2| > 0 (one can find the details in the proof of Proposition 3.5
in [16] ). This leads to Υ characteristic polynomial is real stable. Hence, asymptotically stable is valid
property, in light of Theorem 2.

2.2 Non-homogeneous system

We have the following result:
Theorem 3. Every solution for a non-homogeneous system that fits system (3)

C
p fµ,ν

(
f(χ)
g(χ)

)
= Υ2×2

(
f(χ)
g(χ)

)
+

(
h1(χ)
h2(χ)

)
is stable if and only if they are bounded and

‖H‖ < [, [ ∈ (0,∞), H = (h1, h2)t.

The system is asymptotically stable if the characteristic polynomial Υ is stable satisfying ‖Υ‖ < % and

% <
e

[
, [ > 0, ‖Υ‖ ≤ %.

Proof. Let ‖H(χ)‖ < [, [ > 0. The condition of the theorem yields that

‖f(χ)‖ ≤ % exp

(
%[

(χν − χν0)µ/p

µ/p

)
‖f0‖

≤ % exp

(
(%[− e)χ

νµ/p

µ/p

)
‖f0‖

= 0, %[− e < 0, ν, µ ∈ (0, 1], χ→∞.
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This proves the result.

Example 2. Consider the system

C
p fµ,ν x(χ) = 1− y(χ) + |x(χ)| − x(χ),

C
p fµ,ν y(χ) = x(χ)− y(χ).

Then it can be divided into two cases, as follows:

C
p fµ,ν x(χ) = 1− y(χ), (4)
C
p fµ,ν y(χ) = x(χ)− y(χ).

And

C
p fµ,ν x(χ) = 1− y(χ)− 2x(χ), (5)
C
p fµ,ν y(χ) = x(χ)− y(χ).

For system (4), the characteristic polynomial is Υ(λ) = λ2 + λ+ 1, with two complex eigenvalues
λ1,2 = 1

2

(
−1 + i

√
3
)
and ‖Υ‖ = max (0 + 1, 1 + 1) = 2 < %, % > 2. Moreover, ‖H‖ = 1 < [, [ > 1.

Thus, we have 2 < % < e and 1 < [ < e/% yields % < e/[. Thus, in view of Theorem 3, system (4) is
asymptotically stable.

Now for system (5), we have the following data: Υ(λ) = λ2 + 3λ+ 3, with two complex eigenvalues
λ1,2 = 1

2

(
−3 + i

√
3
)
and ‖Υ‖ = max (2 + 1, 1 + 1) = 3 < %, % > 3. Moreover, ‖H‖ = 1 < [, [ > 1. As

a consequence, the inequality % < e/[ has no solution. Therefore, Theorem 3 is not applicable.

A mathematical method called perturbation analysis can be employed to examine how a system
behaves in reactions to minor perturbations or adjustments. It is especially helpful in comprehending
a system’s sensitivity and stability. Experts can learn more about a system’s overall functioning and
make predictions about its eventual configurations by examining how it reacts to disturbances. When
examining how dynamic systems behave when subjected to tiny perturbations, perturbation analysis
is an invaluable resource. Its capacity to shed light on the system’s general effectiveness, stability, and
reactivate has made it a popular approach in a variety of scientific and technical fields.

The next example is a perturbation sample of the above system (see Figures 2, 3 and 4 for different
values of ε1 and ε2).

Example 3. Consider the following system,

C
p fµ,ν x(χ) = 1− y(χ) + |x(χ)| − x(χ) + ε1,

C
p fµ,ν y(χ) = x(χ)− y(χ) + ε2.

Then it can be divided into two cases, as follows:

C
p fµ,ν x(χ) = 1− y(χ) + ε1, (6)
C
p fµ,ν y(χ) = x(χ)− y(χ) + ε2.

And

C
p fµ,ν x(χ) = 1− y(χ)− 2x(χ) + ε1, (7)
C
p fµ,ν y(χ) = x(χ)− y(χ) + ε2.
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For system (6), the characteristic polynomial is Υ(λ) = λ2 + λ + 1, with two complex eigenvalues
λ1,2 = 1

2

(
−1 + i

√
3
)
and ‖Υ‖ = max (0 + 1, 1 + 1) = 2 < %, % > 2.Moreover, ‖H‖ = max(1+ε1, ε2) =

1 + ε1 < [, [ > 1 + ε1, ε2 ≤ 1 + ε1. Thus, we have 2 < % < e and 0 < ε1 <
(e−%)
% yields % < e

[ <
e

1+ε1
.

Thus, in view of Theorem 3, system (6) (similarly, for system (7)) is asymptotically stable.

Now for system (7), we have the following data: Υ(λ) = λ2 + 3λ+ 3, with two complex eigenvalues
λ1,2 = 1

2

(
−3 + i

√
3
)
and ‖Υ‖ = max (2 + 1, 1 + 1) = 3 < %, % > 3.Moreover, ‖H‖ = max(1+ε1, ε2) =

1 + ε1 < [, [ > 1 + ε1, ε2 ≤ ε1. Then it follows that the inequality % < e/[ has a solution, whenever
% > 3 and −1 < ε1 <

(e−%)
% . Therefore, Theorem 3 indicates asymptotically solutions. A comparison

of the system is shown in Figure 5 whenever µ = ν = 0.999 and p = 1, and vice versa when µ = ν = 1
and p = 1 for various values of ε1 and ε2.

Figure 2. The plot of perterbation System when µ = ν = 0.9992 and p = 1 for
ε1 = ε2 = 0.0001, 0.001, 0.01 and 0.1 respectively. The iteration is selected for n = 1 to 1000.

Figure 3. The plot of perterbation System when µ = ν = 0.9992 and p = 1 for ε1 = ε2 = 0.5,
ε1 = 0.3, ε2 = 0.5, ε1 = 0.5, ε2 = 0.3 and ε1 = 0.3, ε2 = 0.3 respectively. The iteration is selected for

n = 1 to 1000.
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Figure 4. The plot of perterbation System when µ = ν = 0.9999 and p = 1 for ε1 = ε2 = 0.3,
ε1 = 0.5, ε2 = 0.3, ε1 = 0.3, ε2 = 0.5 and ε1 = 0.5, ε2 = 0.5 respectively. The iteration is selected for

n = 1 to 1000.

Figure 5. A comparison of the system, when µ = ν = 0.999 and p = 1 vice versa µ = ν = 1 and p = 1
for ε1 = ε2 = 0.5, (first line) and ε1 = 0.3, ε2 = 0.3 (second line) respectively. The iteration is selected

for n = 1 to 1000.

Conclusions and suggestions

By utilizing the generalized gamma function (Γp), the fractal-fractional operators are modified.
Moreover, the difference operators corresponding to the suggested p−fractal-fractional operators are
introduced. Examples for the continuous types are illustrated. As an application, we suggested to study
the generalized gingerbread-man map (GGMM). Some special cases are indicated for such a system.
Stability of the linear and nonlinear systems are examined. We presented a set of conditions to obtain
the asymptotic stability behavior of the proposed systems. A perturbation system is formulated with
different graphics, based on the values of the perturbation factors. For future works, one can consider
different types of stability of the generalized map.
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Introduction

The Sturm-Liouville Problems (SLPs), or eigenvalue problems, for ordinary differential equations
play a very important role in theory and applications. These problems have been used to describe
a large number of physical, biological and chemical phenomena. Among others, we can refer to the
Sturm-Liouville analytical model of dirt transport in industrial washing of wool, which was developed
by Caunce et al. [1], the one-dimensional heat and mass diffusion modeling software provided by
Barouh and Mikhailov [2] as well as a set of boundary value models [3–6]. However, there are many
phenomena in nature that cannot be characterized by classical derivative models [7, 8].

Fractional calculus is a theory that unifies and generalizes the notions of integer order differenti-
ation and integration to any real or complex order. Various types of fractional derivative definitions
were introduced in history, which the most popular definitions of fractional derivatives among them are
Grünwald-Letnikov, Riemann-Liouville, Dzherbashyan-Caputo, Riesz-Fischer, two-scale fractal deriva-
tive [9] which is conformable with the traditional differential derivatives and a new fractional derivative
with non-local and no-singular kernel is Atangana-Baleanu’s fractional derivative [10] which is presented
and applied to solve the fractional heat transfer model. Over the last decade, it has been demonstrated
that many systems in science and engineering can be modeled more accurately by employing fractional
order rather than integer order derivatives [11–16]. Along with developing the research area of frac-
tional differential equations and applications, many studies have focused on the class of well-known
fractional Sturm-Liouville problems (FSLPs). These types of FSLPs, due to their importance, have
been a subject of numerous investigations, especially in various areas of science and in engineering
fields, for example, chemistry, electricity, mechanics, biology, control theory, and economics [17, 18].

Since it is generally challenging to find analytical solutions for these problems and also FSLPs
contain the composition of the left and right-sided derivative. Consequently, several numerical methods
have been devoted to seeking approximate solutions, such as the Adomain decomposition method [19],
Homotopy analysis method [20] and Fourier series [21].
∗Corresponding author. E-mail: dastmalchi@iaut.ac.ir
Received: 1 August 2024; Accepted: 26 March 2025.
c© 2025 The Authors. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/)
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On the other hand, recently the FSLPs were studied by Kilmek and Agrawal in [22] and Rivero
et al. in [23]. We refer the reader for the higher order of SLPs to [24–26]. Similarly, Dehghan and
Mingarelli [27] obtained for the first time, asymptotic formulas of eigenvalues and eigenfunctions of 2α-
order FSLP. Also Erdal Bas et al. investigated the conformable SLPs by spectral analysis in [28] and
SLPs with a new generalized fractional derivative in [29], and Mortazaasl H. introduced two classes of
conformable fractional Sturm-Liouville problem [30]. Significant research on fractional derivatives and
numerical solutions of Sturm-Liouville problems can be mentioned by Babak Shiri [31, 32]. Moreover,
Jafari et al. in [33], studied the SLPs with a generalized fractional derivative.

It should be noted that since finding analytical solutions for transcendental function is a challenging
task, after studying, we realized that we can apply the asymptotic form of Mittag-Leffler’s function
to get the roots. The asymptotic behavior of Mittag-Leffler functions plays a very important role in
the interpretation of the solution of various problems of physics connected with fractional reaction,
fractional relaxation, fractional diffusion, and fractional reaction-diffusion, and so forth, in complex
systems. The asymptotic expansion of Eα,β(z) is based on the integral representation of the Mittag-
Leffler function in the form

Eα,β(z) =
1

2πi

∫
C

sα−β

sα − z
esds, <(α) > 0, <(β) > 0, s, α, β ∈ C, (1)

where the path of integration C is a loop which starts and ends at −∞ and encircles the circular disc
|s| ≤ |z|

1
α in the positive sense and −π ≤ arg s ≤ π on C (this curve is also the Hankel path). The

integral representation (1) is used to obtain the asymptotic expansion of the Mittag-Leffler function
at infinity [34].

In this work, the inverse Laplace transform method and the Asymptotic formula of the Mittag-
Leffler function are applied to obtain analytical solutions of FSLPs. Using the introduced method, we
obtained eigenvalues of the fractional Sturm-Liouville problems in three features. The results, show
the simplicity and efficiency of this method. This paper’s aim is to get an asymptotic formula for the
eigenvalues of fourth-order FSLPs.

The paper is organized as follows: In Section 1, we have introduced some necessary definitions and
preliminaries of fractional calculus theory. Three illustrative features are discussed in Section 2. The
last section includes our conclusion.

1 Preliminaries

In this section, we recall some definitions and properties of fractional calculus theory used in this
paper. The reader can refer for details to [35–37].

Definition 1. Let α ∈ R with α 6∈ N and α > 0. The left and the right Riemann-Liouville fractional
integrals Iαa+ and Iαb− of order α are defined by

Iαa+f(x) :=
1

Γ(α)

∫ x

a
(x− τ)α−1f(τ)dτ, x ∈ (a, b], (2)

and

Iαb−f(x) :=
1

Γ(α)

∫ b

x
(τ − x)α−1f(τ)dτ, x ∈ [a, b).

Γ(.) denotes the Euler Gamma function. The following property can be easily obtained.

Property 1. We have Iαa+C = (x−a)α

Γ(α+1)C and Iαb−C = (b−x)α

Γ(α+1)C. C is a constant.
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Definition 2. The left and the right Caputo fractional derivatives cDα
a+ and cDα

b− of order α are
defined by

cDα
a+f(x) :=

1

Γ(1− α)

∫ x

a
(x− τ)−αf ′(τ)dτ, x > a, (3)

and
cDα

b−f(x) :=
−1

Γ(1− α)

∫ b

x
(τ − x)αf ′(τ)dτ, x < b,

where f is differentiable and 0 ≤ α < 1.

Definition 3. The left and the right Riemann-Liouville fractional derivatives Dα
a+ and Dα

b− of order
0 ≤ α < 1 are defined by

Dα
a+f(x) :=

1

Γ(1− α)

d

dx

∫ x

a
(x− τ)−αf(τ)dτ, x > a, (4)

and

Dα
b−f(x) :=

−1

Γ(1− α)

d

dx

∫ b

x
(τ − x)−αf(τ)dτ, x < b. (5)

Property 2. If 0 < γ < 1 and g ∈ AC[a, b] and h ∈ Lq(a, b)(1 ≤ q <∞). Then we have∫ b

a
g(x)Dγ

a+
h(x)dx =

∫ b

a
h(x)cDγ

a+
g(x)dx+ g(x)I1−γ

a+
h(x) |x=b

x=a .

Property 3. Let 0 < α < β, then the following identities hold:

Iαa+(x− a)β−1 =
Γ(β)

Γ(β + α)
(x− a)β+α−1,

Dα
a+(x− a)β−1 =

Γ(β)

Γ(β − α)
(x− a)β−α−1,

Iαb−(b− x)β−1 =
Γ(β)

Γ(β + α)
(b− x)β+α−1,

Dα
b−(b− x)β−1 =

Γ(β)

Γ(β − α)
(b− x)β−α−1.

Property 4. For a ≤ x < b, 0 < α < 1, we have

Iαa+(b− x)α−1 =
(b− x)2α−1

Γ(α)

∫ 1

b−a
b−x

(1− w)α−1wα−1dw,

= −(b− x)2α−1

Γ(α)

(
B
( b− a
b− x

;α, α
)
−B(1;α, α)

)
,

where B(z;α, β) is the “Incomplete Beta function” defined by

B(z;α, β) =

∫ z

0
wα−1(1− w)β−1dw.

Property 5. If γ > 0 and g ∈ Lq(a, b) (1 ≤ q ≤ ∞), then the following equalities

Dγ
a+
◦ Iαa+g(x) = g(x),

Dγ
b− ◦ I

γ
b−g(x) = g(x),

hold on [a, b].
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Property 6. If 0 < α < 1, f ∈ L1(a, b) and I1−α
a+

f, I1−α
b− f ∈ AC[a, b], then the following equalities

Iαa+ ◦D
α
a+f(x) = f(x)− (x− a)α−1

Γ(α)
I1−α
a+

f(x) |x=a,

Iαb− ◦D
α
b−f(x) = f(x)− (b− x)α−1

Γ(α)
I1−α
b− f(x) |x=b,

hold on [a, b].

Property 7. Let <(α) > 0 and f(x) ∈ L∞(a, b) or f(x) ∈ C[a, b]. If <(α) /∈ N or α ∈ N, then

cDα
a+ ◦ I

α
a+f(x) = f(x),

cDα
b− ◦ I

α
b−f(x) = f(x).

Property 8. Let 0 < α ≤ 1. If f ∈ AC[a, b], then

Iαa+ ◦
cDα

a+f(x) = f(x)− f(a),

Iαb− ◦
cDα

b−f(x) = f(b)− f(x).

Next, we will review the Mittag-Leffler function. The function Eα(z) defined by

Eα(z) :=
∞∑
k=0

zk

Γ(αk + 1)
, (z ∈ C, <(α) > 0),

was introduced by Mittag-Leffler [36]. The generalized Mittag-Leffler function Eα,β(z) is defined by

Eα,β(z) =

∞∑
k=0

zk

Γ(αk + β)
, z ∈ C,

where β ∈ C and <(α) > 0.

Definition 4. The Laplace transform L of a function f(x), is the function F (s) which is defined by

F (s) = L{f(x)} :=

∫ ∞
0

e−sxf(x)dx,

where x ≥ 0 and s is the frequency parameter.

Definition 5. If L{f(x)} = F (s) then f(x) is The inverse Laplace transform of F (s) that is given
by the complex integral

f(x) = L−1{F (s)} :=
1

2πi
lim
T→∞

∫ γ+iT

γ−iT
esxF (s)ds.

Definition 6. Convolution of two functions f(x) and g(x) over on a finite rang [0, x] is defined by

(f ∗ g)(x) =

∫ x

0
f(s)g(x− s)ds, f, g : [0,∞)→ R.

Property 9. For <(α) > −1, then

L{tp} =
Γ(p+ 1)

sp+1
, (6)

L−1{sp} =
1

sp+1Γ(p)
.
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Property 10. Suppose f(t) is a differentiable function of exponential order, then

L{f ′(t)} = s{f(t)} − f(0).

Property 11. L{f ∗ g}(x) = L{f(x)} · L{g(x)}.
Property 12. L−1{ sα−βsα+λ} = xβ−1Eα,β(−λtα).

Property 13. According to the definition of the left fractional integral (2), we have

Iα0+f(x) =
1

Γ(α)

(
f(x) ∗ 1

x1−α

)
.

So, by (6) and Property 11, we get

L{Iα0+f(x)} =
1

Γ(α)
· L{f(x)}L{ 1

x1−α }

=
1

sα
L{f(x)}.

Property 14. According to the definition of the left Caputo fractional derivative (3) and Proper-
ties 13 and 10, we have, for 0 < α < 1,

L{cDα
0+f(x)} = sαL{f(x)} − sα−1f(0).

Property 15. According to the definition of the left Riemann-Liouville fractional derivative (4), for
0 < α < 1 by using Properties 13 and 10, we can write

L{Dα
0+f(x)} = sαL{f(x)} − I1−α

0+
f(x) |x=0 L{DI1−α

0+
f(x)}.

2 Eigenvalues of fourth order FSLP

In this section, we consider three features of a differently defined fourth order fractional Sturm-
Liouville operator. This operator is a composition of right Caputo fractional derivative with a left
Riemann-Liouville fractional derivative as follows:

Feature 3.1.
cDα

b− ◦D
α
a+ ◦

cDα
b− ◦D

α
a+y(x) = 0, 0 < α < 1. (7)

Applying the right fractional integral on (7), and using Property 8, we obtain

Dα
a+ ◦

cDα
b− ◦D

α
a+y(x)−Dα

a+ ◦
cDα

b− ◦D
α
a+y(t)|x=b = 0.

Now, by taking the left fractional integral of the above equation and also by using the Properties 1
and 6, we get

cDα
b− ◦D

α
a+y(x) − I1−α

a+
cDα

b− ◦D
α
a+y(x)|x=a

(x− a)α−1

Γ(α)

− Dα
a+ ◦

cDα
b− ◦D

α
a+y(x)|x=b

(x− a)α

Γ(α+ 1)
= 0.

Again by taking the right and left fractional integral and using Properties 1 and 6, we get it right away

y(x) = I1−α
a+

y(t)|x=a
(t− a)α−1

Γ(α)
+Dα

a+y(x)|x=b
(x− a)α

Γ(α)
(8)

+ I1−α
a+

cDα
b−y(x)|x=aφ1(x; a, b, α) +Dα

a+ ◦
cDα

b− ◦D
α
a+y(x)|x=bφ2(x; a, b, α),
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where

φ1(x; a, b, α) =
1

Γ3(α)

∫ x

a

(τ − a)2α−1

(x− τ)1−α

(
B
( b− a
τ − a

;α, α
)
−B(1;α, α)

)
dτ,

and

φ2(x; a, b, α) =
1

Γ2(α)Γ(α+ 1)

∫ x

a

(τ − a)2α−1

(x− τ)1−α

(
B
( b− a
τ − a

;α+ 1, α
)
−B(1;α+ 1, α)

)
dτ.

It is worth noting that as α approach 1, (7) reduce y(4) = 0, and (8) becomes

y(x) = y(a) + y′(b)(x− a) + y′′(a)φ1(x; a, b, 1) + y′′′(b)φ2(x; a, b, 1),

where φ1(x; a, b, 1) and φ2(x; a, b, 1) are polynomials of degrees 2 and 3, respectively, in terms of the
variable x.

So, we can say fundamental solution is
{

(x−a)α−1

Γ(α) , (x−a)α

Γ(α) , φ1(x; a, b, α), φ2(x; a, b, α)
}
, since all four

of them satisfy the equation (7) separately and one can see that their Wronskian is not identically zero
in [a, b], having discontinuities at a and b. Associated to (7) is another similar but quite different
composition.

Feature 3.2.
Dα
b− ◦

cDα
a+ ◦D

α
b− ◦

cDα
a+y(x) = 0, 0 < α < 1. (9)

Applying the right fractional integral on (9) and using Property 6, we have

cDα
a+ ◦D

α
b− ◦

cDα
a+y(x)− I1−α

b−
cDα

a+ ◦D
α
b− ◦

cDα
a+y(x)|x=b

(b− x)α−1

Γ(α)
= 0.

Now, by taking the left fractional on the above equation and using Properties 8 and 4, also introducing
the function ψ(t; a, b, α) by

ψ(x; a, b, α) =
(b− x)2α−1

Γ2(α)

(
B
( b− a
b− x

;α, α
)
−B(1;α, α)

)
,

we obtain

Dα
b− ◦

cDα
a+y(x)−Dα

b− ◦
cDα

a+y(x)|x=a − I1−α
b−

cDα
a+ ◦D

α
b− ◦

cDα
a+y(x)|x=b · ψ(x; a, b, α) = 0.

Again, by taking the right fractional on the above equation, we have

cDα
a+y(t) − I1−α

b−
cDα

b−y(x)|x=b
(b− x)α−1

Γ(α)
−Dα

b−
cDα

b−y(x)|x=a
(b− x)α

Γ(α+ 1)

− I1−α
b−

cDα
a+ ◦D

α
b− ◦

cDα
a+y(x)|x=b · ξ(x; a, b, α) = 0,

where

ξ(x; a, b, α) =
1

Γ(α)

∫ b

x
(τ − x)α−1ψ(τ ; a, b, α)dτ.

Finally

y(x) = y(a) + I1−α
b−

cDα
b−y(x)|x=b

(b− x)2α−1

Γ2(α)
·
(
B
( b− a
b− x

;α, α
)
−B(1;α, α)

)
+ Dα

b− ◦
cDα

a+ ◦ y(x)|x=b
(b− x)2α

Γ2(α)
·
(
B
( b− a
b− x

;α+ 1, α
)
−B(1;α+ 1, α)

)
+ I1−α

b−
cDα

a+ ◦D
α
b− ◦

cDα
a+y(x)|x=b ·

∫ x

a
(x− τ)α−1ξ(τ ; a, b, α)dτ.
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We see that ψ(a; a, b, α) and consequently ξ(x; a, b, α) = 0. Also if 1
2 < α < 1, we have

lim
x→b

ψ(x; a, b, α) =
(b− a)2α−1

(2α− 1)Γ2(α)
.

The functions ψ(x; a, b, α) and consequently ξ(x; a, b, α) have a discontinuity at x = b, when 0 < α ≤ 1
2 .

Feature 3.3. For 3
4 < α ≤ 1, consider the following fractional eigenvalue problem on [0, 1]

− cDα
0+ ◦D

α
0+ ◦

cDα
0+ ◦D

α
0+y(x) = λy(x), (10)

with the boundary conditions

a) I1−α
0+

y(x)|x=0 = 0,

b) I1−α
0+

y(x)|x=1 = 0,

c) I1−α
0+

CDα
0+ ◦D

α
0+y(x)|x=0 = 0,

d) I1−α
0+

CDα
0+ ◦D

α
0+y(x)|x=1 = 0. (11)

By taking Laplace transformation on both side (10) and using Properties 7 and 8, we have

L(y(x)) =
s3α

s4α + λ
I1−α

0+
y(x)|x=0 +

s3α−1

s4α + λ
Dα

0+y(x)|x=0

+
sα

s4α + λ
I1−α

0+
cDα

0+ ◦D
α
0+y(x)|x=0

+
sα−1

s4α + λ
Dα

0+ ◦
cDα

0+ ◦D
α
0+y(x)|x=0.

Now by taking inverse Laplace transformation in order to get y(x), one can easily see that

y(x) = c1x
α−1E4α,α(−λx4α) + c2x

αE4α,α+1(−λx4α) + c3x
3α−1E4α,3α(−λx4α)

+c4x
3αE4α,3α+1(−λx4α). (12)

Remark 1. When α approaches 1, equation (10) turns into −y(4) = λy and its fundamental set of
solution is{
cos
(

4√
λx√
2

)
cosh

(
4√
λx√
2

)
,

cos(
4√
λx√
2

) sinh(
4√
λx√
2

)
√

2
4√
λx

+
sin(

4√
λx√
2

) cosh(
4√
λx√
2

)
√

2
4√
λx

,
sin(

4√
λx√
2

) sinh(
4√
λx√
2

)
√
λx2

,
sin(

4√
λx√
2
−π

4
) sinh(

4√
λx√
2

)

(
√
λx)3

}
.

Now by imposing the boundary conditions (11) on (12) and with the following formula

Dγ
0+

{
xβ−1Eα,β(−λxα)

}
= xβ−γ−1Eα,β−γ(−λxα),

finally we have {
c2xE4α,2(−λx4α) + c4x

−2α+1E4α,2α+2(−λx4α)|x=1 = 0,

c2x
−2α+1E4α,−2α+2(−λx4α) + c4xE4α,2(−λx4α))|x=1 = 0.

Now in order to obtain eigenvalues of above system, the coefficient determinant of boundary con-
ditions must be zero, i.e,

E2
4α,2(−λ)− E4α,−2α+2(−λ)E4α,2α+2(−λ) = 0. (13)
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This is characteristic equations for eigenvalues, and we note that E4α,2(−λ), E4α,−2α+2(−λ) and
E4α,2α+2(−λ) are entire functions of order 1

4α . For solving (13), from the Mittag-Leffler integral
representation (1), we have

E4α,2(−λ) =
1

2πi

∫
C

s4α−2

s4α + λ
esds.

For solving this integral, we use Cauchy’s residue theorem

s4α + λ = 0 =⇒ sk = λ
1
4α ei(

2kπ+π
4α ).

On the other hand
3

4
< α ≤ 1 =⇒ (2k + 1)π

4
<

(2k + 1)π

4α
≤ (2k + 1)π

3
.

Acceptable poles are

s−2 = λ
1
4α e−i(

3π
4α

) , s−1 = λ
1
4α e−i(

π
4α

) , s0 = λ
1
4α ei(

π
4α

) , s1 = λ
1
4α ei(

3π
4α

).

Thus

E4α,2(−λ) =
1

2πi

∫
C

s4α−2

s4α + λ
esds =

1

2πi

{
2πi

1∑
i=−2

esi

4αsi

}
=

1

4α

1∑
i=−2

esi

si

=
1

4α

{
eλ

1
4α ei

−3π
4α

λ
1
4α ei

−3π
4α

+
eλ

1
4α ei

−π
4α

λ
1
4α ei

−π
4α

+
eλ

1
4α ei

π
4α

λ
1
4α ei

π
4α

+
eλ

1
4α ei

3π
4α

λ
1
4α ei

3π
4α

}
.

Finally

E4α,2(−λ) =

{
eλ

1
4α cos( 3π

4α
))

2αλ
1
4α

cos

(
λ

1
4α sin

3π

4α
− 3π

4α

)

+
eλ

1
4α cos( π

4α
)

2αλ
1
4α

cos
(
λ

1
4α sin

π

4α
− π

4α

)}
. (14)

In similarly on E4α,2α+2(−λ) and E4α,−2α+2(−λ), we have

E4α,2α+2(−λ) =
λ
−2α−1

4α

2α

{
eλ

1
4α cos( 3π

4α
) sin

(
λ

1
4α sin

3π

4α
− 3π

4α

)
−eλ

1
4α cos( π

4α
) sin

(
λ

1
4α sin

π

4α
− π

4α

)}
, (15)

and

E4α,−2α+2(−λ) =
λ

2α−1
4α

2α

{
eλ

1
4α cos( 3π

4α
) sin

(
λ

1
4α sin

3π

4α
− 3π

4α

)
−eλ

1
4α cos( π

4α
) sin

(
λ

1
4α sin

π

4α
− π

4α

)}
. (16)

With substitution (14), (15) and (16) in (13), we get{
eλ

1
4α cos( 3π

4α
)

2αλ
1
4α

cos

(
λ

1
4α sin

3π

4α
− 3π

4α

)
+
eλ

1
4α cos( π

4α
)

2αλ
1
4α

cos
(
λ

1
4α sin

π

4α
− π

4α

)}2

−
{
eλ

1
4α cos( 3π

4α
)

2αλ
1
4α

sin

(
λ

1
4α sin

3π

4α
− 3π

4α

)
− eλ

1
4α cos( π

4α
)

2αλ
1
4α

sin
(
λ

1
4α sin

π

4α
− π

4α

)}2

= 0,
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which implies

eλ
1
4α cos( 3π

4α
)

2α

[
sin

(
π

4
− λ

1
4α sin

3π

4α
+

3π

4α

)]
+
eλ

1
4α cos( 3π

4α
)

2α

[
sin
(π

4
+ λ

1
4α sin

π

4α
− π

4α

)]
= 0,

we denote above transcendental equation with hα(−λ) = fα(−λ) + gα(−λ), with

fα(−λ) =
eλ

1
4α cos( 3π

4α
))

2α

[
sin

(
π

4
− λ

1
4α sin

3π

4α
+

3π

4α

)]
,

and

gα(−λ) =
eλ

1
4α cos( 3π

4α
))

2α

[
sin
(π

4
+ λ

1
4α sin

π

4α
− π

4α

)]
. (17)

It is obvious that

gn =

(
nπ + π

4α −
π
4

sin π
4α

)4α

, n = −1, 0, 1, . . . ,

are positive zeros of gα(−λ) and gα(0) = 1
2α sin(π4 −

π
4α), and fα(0) = 1

2α sin(π4 −
π
4α).

In order to get positive eigenvalues, since cos( 3π
4α) is negative as long as 3

4 < α ≤ 1, then for all
sufficiently large λ, fα(−λ)→ o, thus

hα(−λ) ' gα(−λ).

Now from hα(−λ) = 0, it can be concluded that

sin
(π

4
+ λ

1
4α sin

π

4α
− π

4α

)
= 0.

Finally from there we obtain the following asymptotic formula

λn ∼
(
nπ − π

4α + π
4

sin π
4α

)4α

, n→∞. (18)

A glance at (17) shows that the set of all λ such that

π(1 + 2n)< sin
(π

4
+ λ

1
4α sin

π

4α
− π

4α

)
<2π(1 + n),

implies (
2nπ + 3π

4 + π
4α

sin π
4α

)4α

<λn(α)<

(
2nπ + 7π

4 + π
4α

sin π
4α

)4α

, n = 0, 1, 2, . . .

Remark 2. As the last discussion, the asymptotic formula (18) is the generalization of classic one
i.e. as α→ 1−, this corresponds exactly with the well known classical asymptotic estimate λn ∼ (2nπ√

2
)4

as n→∞.

Remark 3. The uniqueness of the answer is obtained by the fixed point theorem. For this case, as
well as the convergence of 10 with boundary conditions (11), we refer the reader to ([30], 3.2).

For the equation (10), Table 1 and Figures 1, 2 show the eigenvalues and eigenfunctions (EFs) for
different α = 0.75, α = 0.86 and α = 1, respectively.
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T a b l e 1

The eigenvalues λn

α=0.76 α= 0.86 α=1.0
λ1=13334.95 λ1=83.59 λ1=97.41
λ2=192878.31 λ2=654.87 λ2= 1558.54
λ3= 979175.49 λ3=3098.92 λ3=7890.14

λ4=6255.26 λ4= 24936.72
λ5=60880.68
...

Figure 1. Figure 2.

Here, for the purpose of comparison, we present an example from reference [38].
Example 1. Consider the following fourth order fractional eigenvalue problem

Dαy(x) = λy(x), x ∈ (0, 1), (19)

with the boundary conditions:

y(0) = y′(0) = 0, y(1) = y′(1) = 0, (20)

where 3 < α = p
q ≤ 4.

By the Laplace transform of the Caputo derivative, we have:

y(x) = AEα,1(λxα) +BxEα,2(λxα) + Cx2Eα,3(λxα) +Dx3Eα,4(λxα).

Notice that the first derivative of y is given by

y′(x) =
A

α
Eα,0(λxα) +BEα,1(λxα) + CxEα,2(λxα) +Dx2Eα,3(λxα).

By applying the boundary conditions, to obtain the non-trivial eigenvalues, we set the determinant
of the coefficient matrix equal to zero, thus we get

(Eα,3(λ))2 − Eα,2(λ)Eα,4(λ) = 0,

a result that was obtained in [38] using a different method, while we applied the asymptotic method
introduced in this paper in order to determine the eigenvalues.
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Conclusions

In this article, the eigenvalues and the eigenfunctions were derived by studying three features of
fractional Sturm-Liouville equations of mixed Riemann-Liouville and Caputo fractional derivatives
type. The focus of the paper is on the asymptotic distribution of the eigenvalues obtained from
transcendental equation under the assumption the potential function is considered to be zero.

On the other hand in order to get eigenvalues, we studied transcendental equation based on asymp-
totic behavior of the Mittag-Leffler function rather than numerical method. Also our results showed
that it is consistent with the classical one as α→ 1−.
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Academician O.A. Ladyzhenskaya emphasized the importance of constructing a fundamental system in the
space of solenoidal functions for simple domains such as squares, cubes, and similar regions. This article
examines the problem of constructing such fundamental systems for a four-dimensional parallelepiped and
cube. As is well known, applying the stream functions known from the two- and three-dimensional cases,
the spectral problem for the Stokes operator reduces to the so-called clamped plate problem, which, in
turn, has no solution in domains such as the square, cube, or parallelepiped. Thus, in higher-dimensional
cases, the necessity of an analogous stream function becomes evident. In this work, the authors propose
two curl operators that satisfy the above-mentioned requirements. Using the introduced curl operators, the
spectral problem for the biharmonic operator in a four-dimensional parallelepiped and cube is formulated.
Alternative approaches to constructing a fundamental system are presented, given the unsolvability of the
spectral problem. Furthermore, the growth orders of the obtained eigenvalues are established.

Keywords: spectral problem, fundamental system, curl operator.
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Introduction

As is well known, the theoretical foundation of classical electromagnetic field (EMF) theory is
based on Maxwell’s equations, which generalize the experimental results obtained by the end of the
18th century. The development of classical EMF theory led to its description as an antisymmetric
second-rank tensor, from which Maxwell’s equations follow. These equations played a key role in the
development of theoretical physics and had a profound influence on the creation of the special theory
of relativity and other theories. By the early 20th century, classical electrodynamics was considered
a completed science, and the EMF theory received its further development in the form of quantum
electrodynamics.

In this work, we consider two four-dimensional curl operators. While the first curl operator is closely
related to electromagnetic field theory and Maxwell’s equations, the second curl operator is introduced
artificially. The first curl operator is introduced (theoretically well-founded) using an antisymmetric
second-rank tensor [1; 146, 149]. In fact, the four-dimensional curl operator is introduced on a six-
dimensional vector field. In contrast to the first, the artificially chosen four-dimensional curl operator is
introduced on a four-dimensional vector field. These operators are used by us to construct fundamental
systems in the space of solenoidal functions. These systems are not only important theoretically but
also computationally efficient for the approximate solution of boundary value problems for the Stokes
and Navier-Stokes equation systems.

It should be noted that spectral problems for the Stokes operator (with periodicity conditions) in
a cubic domain were also considered in the works [2–4]. In the work [2], the spectra of the curl and
Stokes operators in a cube for functions satisfying the periodicity condition are studied. The Cauchy
∗Corresponding author. E-mail: ergaliev@math.kz
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problem for the 3-D Navier-Stokes equations with periodic boundary conditions in the spatial variable
was studied in [4].

First of all, let us formulate the spectral problem for the Stokes operator. Let x = (x1, ..., xd) ∈
Ω ⊂ Rd, d ≥ 2, be an open bounded (simply connected) domain with boundary ∂Ω. We seek nontrivial
solutions {~wk(x), pk(x), x ∈ Ω, k ∈ N} and corresponding values of the parameter {µ2

k, k ∈ N} for
the following boundary value problem [5; 38]:

−∆~w(x) +∇p(x) = µ2w(x), x ∈ Ω,

div{~w(x)} = 0, x ∈ Ω,

~w(x) = 0, x ∈ ∂Ω.

(A)

In the terminology of inverse problem theory for differential equations [6], problem (A) can be
interpreted as a coefficient inverse problem, where the condition of overdetermination is represented
by the requirement of the nontriviality of the solution {~w(x),∇p(x)}, corresponding to the sought
coefficient µ2.

Let us introduce the main spaces that will be used. Let x = (x1, ..., xd) ∈ Ω ⊂ Rd, d ≥ 2, be an
open bounded (simply connected) domain with a sufficiently smooth boundary ∂Ω, and m ≥ 0 be an
integer,

Wm
2 (Ω) =

{
v| ∂|α|x v ∈ L2(Ω), |α| ≤ m

}
, where ∂|α|x = ∂α1

x1 ...∂
αd
xd
, |α| =

d∑
j=1

αj , ∂xj =
∂

∂xj
,

◦
W

m
2 (Ω) =

{
v| v ∈Wm

2 (Ω), ∂j~nv = 0, j = 0, 1, 2...,m− 1, ~n is the outward normal to ∂Ω
}
.

Otherwise, in the notation of the spaces, we will follow the monograph [7].

1 The first four-dimensional curl operator

Let us consider the four-dimensional case of the spectral problem (A). We start from the case of
the four-dimensional rectangular parallelepiped.

Let Ω4 = {x0 < x < x1, y0 < y < y1, z0 < z < z1, ζ0 < ζ < ζ1} be a rectangular parallelepiped,
where x0, x1, y0, y1, z0, z1, ζ0, ζ1 are given.

Problem 1.1. Find the vector function ~U(x, y, z, ζ) for the given solenoidal vector function ~w(x, y, z, ζ),
i.e.

curl ~U(x, y, z, ζ) = ~w(x, y, z, ζ), div ~w(x, y, z, ζ) = 0, (x, y, z, ζ) ∈ Ω4, (1)

where ~U = {U1, U2, U3, U4, U5, U6}, ~w = {w1, w2, w3, w4},

Uk ∈W 2
2(Ω4), k = 1, 2, 3, 4, 5, 6; wj ∈W 1

2(Ω4), j = 1, 2, 3, 4. (2)

We introduce the first four-dimensional curl operator in the following way

~w = curl ~U =


−∂yU1 − ∂zU2 − ∂ζU3

∂xU1 + ∂ζU5 − ∂zU6

∂xU2 + ∂yU6 − ∂ζU4

∂xU3 + ∂zU4 − ∂yU5

 , div curl ~U = 0. (3)

Remark 1. The curl operator in equation (3) acts on a six-dimensional vector ~U , which, in par-
ticular, corresponds to the following vector composed of the intensity vectors of the electric field
~E and the magnetic field ~H: ~E = {E1, E2, E3}, ~H = {H1, H2, H3} [1; 149, 274] namely, ~U =
= {E1, E2, E3, H1, H2, H3}.
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We introduce the following notations

y = x1, z = x2, ζ = x3, x = x4,

Uk = Ek = icε0Ek, Uk+3 = Hk = 1
µ0
Bk, k = 1, 2, 3,

w4 = %
ε0
, wk = jk, k = 1, 2, 3,

(4)

where Ek, k = 1, 2, 3 are the components of the electric field intensity vector, Bk, k = 1, 2, 3 are
the components of the magnetic field intensity vector, c is the speed of light in a vacuum, ε0 is the
dielectric constant in a vacuum, µ0 is the magnetic permeability in a vacuum, % is the charge density,
~j = {j1, j2, j3} is the electric current density vector, and i =

√
−1.

Proposition 1. According to (3)–(4) and [1; 149] we will have Maxwell’s equations for the electro-
magnetic field in a vacuum: 

−icε0∂x1E1 + 1
µ0
∂x3B3 − 1

µ0
∂x4B2 = j1,

−icε0∂x1E2 + 1
µ0
∂x4B1 − 1

µ0
∂x2B3 = j2,

−icε0∂x1E3 + 1
µ0
∂x2B2 − 1

µ0
∂x3B1 = j3,

icε0∂x1E1 + icε0∂x2E2 + icε0∂x3E3 = %
ε0
,

(5)



∂x2B1 + ∂x3B2 + ∂x4B3 = 0,

∂x4B1 + i
c∂x3E2 − i

c∂x2E3 = 0,

∂x4B2 + i
c∂x1E3 − i

c∂x3E1 = 0,

∂x4B3 + i
c∂x2E1 − i

c∂x1E2 = 0.

(6)

Proof of Proposition 1. Indeed, if according to (3)–(4) and [1; 149] we introduce new independent
variables instead of the spacetime coordinates (x, y, z, t) as

x1 = x, x2 = y, x3 = z, x4 = ict, (7)

where c is the speed of light in a vacuum, one can observe a remarkable symmetry in Maxwell’s
equations describing the electromagnetic field.

With the notation (7), the equations satisfied by the electrodynamic potentials (V,A1, A2, A3) can
be written as: {

∂2
x1Ak + ∂2

x2Ak + ∂2
x3Ak + ∂2

x4Ak = −µ0jk,

∂2
x1V + ∂2

x2V + ∂2
x3V + ∂2

x4V = − %
ε0
,

where k = 1, 2, 3, and the Lorentz condition can be written as:

∂x1A1 + ∂x2A2 + ∂x3A3 +
i

c
∂x4V = 0.

Introducing the notation

Φk = Ak, k = 1, 2, 3; Φ4 =
i

c
V, (8)

the relations between the electromagnetic field vectors ~E = {E1, E2, E3}, ~B = {B1, B2, B3}, and the
potentials V, ~A = {A1, A2, A3}:

~E = −∇V − ~A, ~B = ∇× ~A,
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can be written as follows: {
Ek = −∂xkV + c

i∂x4Ak, k = 1, 2, 3,

Bj = ∂xkAl − ∂xlAk, j, k, l = 1, 2, 3,

or, taking into account (8), we will have{
− i
cEk = ∂xkΦ4 − ∂x4Φk, k = 1, 2, 3,

Bj = ∂xkΦl − ∂xlΦk, j, k, l = 1, 2, 3.
(9)

Considering the right-hand side of the relations (9), we will define the elements of the matrix Fµν
using Table 1.

T a b l e 1

Matrix Fµν

µ || ν 1 2 3 4

1 0 B3 −B2 −(i/c)E1

2 −B3 0 B1 −(i/c)E2

3 B2 −B1 0 −(i/c)E2

4 (i/c)E1 (i/c)E2 (i/c)E3 0

Therefore, we have
F12 = B3, F13 = −B2, F23 = B1,

F14 = − i
cE1, F24 = − i

cE2, F34 = − i
cE3,

and we confirm the validity of the conditions

Fµν = −Fνµ.

In these notations, the relations (9) will be written as:

Fµν = ∂xµΦν − ∂xνΦµ, µ, ν = 1, 2, 3, 4. (10)

From here, according to (3)–(4), we obtain the equations (5).
It remains to establish the equations (6). From (10), we obtain

∂xλFµν + ∂xνFλµ + ∂xµFνλ = 0, λ, µ, ν = 1, 2, 3, 4. (11)

It can be verified that, according to Table 1, the relations (11) are equivalent to the relations (6).

On the other hand, taking into account the notations (4) we can now write the spectral problem
for the Stokes operator corresponding to the equations (5). We have

−∆~w(x) +∇p(x) = µ2w(x), x ∈ Ω4,

div{~w(x)} = 0, x ∈ Ω4,

~w(x) = 0, x ∈ ∂Ω4,

(12)

where, when returning from the notation of independent variables (x1, x2, x3, x4) to the notation
(x, y, z, ζ):

x = x1, y = x2, z = x3, ζ = x4,

Mathematics Series. No. 2(118)/2025 109



M.T. Jenaliyev et al.

we get

w4(x, y, z, ζ) =
%(x, y, z, ζ)

ε0
, wk(x, y, z, ζ) = jk(x, y, z, ζ), k = 1, 2, 3,

p(x, y, z, ζ) is the scalar function of the artificial pressure.

Let us introduce the notation for the spaces

W2
2(Ω4) =

(
W 2

2(Ω4)
)6
, W1

2(Ω4) =
(
W 1

2(Ω4)
)4
. (13)

Proposition 2. In the notation (4), the following equality of the sets holds [5; 470]:

curl
{
W2

2(Ω4)
}

= W(Ω4) =
{
~w ∈W1

2(Ω4), div ~w = 0
}
. (14)

Proposition 3. If U1 = U2 = U3 = U4 = U5 = U6 = U(x, y, z, ζ) ∈ W 2
2(Ω4), then instead of (14)

we obtain:
~w ∈W0(Ω4) = curl{~U}|U1=U2=U3=U4=U5=U6=U∈W2

2(Ω4) ⊂W(Ω4).

The following statement has been proven.

Proposition 4. For each four-dimensional vector function ~w(x, y, z, ζ) ∈ W(Ω4) (14), there exists
a six-dimensional vector function ~U(x, y, z, ζ) ∈W2

2(Ω4) (13) that satisfies the relations (1)–(3). The
converse statement is also true: for each six-dimensional vector function ~U(x, y, z, ζ) ∈W2

2(Ω4) (13),
there exists a four-dimensional vector function ~w(x, y, z, ζ) ∈W(Ω4) (14) that satisfies the relations
(1)–(3).

Now we turn to the case of the four-dimensional cube Ω = {0 < x, y, z, ζ < l}.
Let U1 = U2 = U3 = U4 = U5 = U6 = U,

~U = {U,U, U, U, U, U}, (x, y, z, ζ) ∈ Ω, (15)

then we have:
~U(x, y, z, ζ) = {U,U, U, U, U, U},

~w(x, y, z, ζ) = {w1, w2, w3, w4}.

We introduce the curl operator (3) for the “four-dimensional cube” Ω under the condition (15) in
the following way

~w = curl ~U =


(−∂y − ∂z − ∂ζ)U

(∂x + ∂ζ − ∂z)U
(∂x + ∂y − ∂ζ)U
(∂x + ∂z − ∂y)U

 , div curl ~U = 0.

In this case, the spectral problem for the Stokes operator (12) takes the form:

(−∆)2U = λ2(−∆)U, (x, y, z, ζ) ∈ Ω,

U = ∂~nU = 0, (x, y, z, ζ) ∈ ∂Ω,

where λ2 = 3µ2 and ~n is the outward unit normal to ∂Ω.
The spectral problem (A1), along with its extensions to polyharmonic operators, has been the

subject of extensive research [8–11]. It has been shown that an explicit solution for a square domain
is unattainable due to the failure of the separation of variables method in this case. The only known
exceptions are circular and spherical domains [12–14]. In [15], lower bounds for the first eigenvalue
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of problem (A1) were derived for various manifolds. Numerical approximations of problem (A1) are
provided in [16,17]. Various issues of biharmonic operators were also studied in [18–20].

Let us replace the biharmonic operator in the problem (12) with a fourth-order differential operator.
Problem 1.1.

(∂4
x + ∂4

y + ∂4
z + ∂4

ζ )U = λ2(−∆)U, (x, y, z, ζ) ∈ Ω, (16)

U|∂Ω = ∂~nU|∂Ω = 0. (17)

The spaces V1(Ω) and V2(Ω), with dim = 4. Let V1(Ω) and V2(Ω) denote the spaces equipped with
the scalar products: (∇u,∇v)L2(Ω) ∀u, v ∈

◦
W1

2(Ω) and ((u, v))
def
=
(
∂2
xu, ∂

2
xv
)
L2(Ω)

+
(
∂2
yu, ∂

2
yv
)
L2(Ω)

+

+
(
∂2
zu, ∂

2
zv
)
L2(Ω)

+
(
∂2
ζu, ∂

2
ζ v
)
L2(Ω)

∀u, v ∈
◦
W2

2(Ω).

We will show that the set of “generalized eigenfunctions” of the inverse operator T−1 to the operator
from (20), belonging to the space V2(Ω), forms an orthonormal basis in the space V1(Ω).

For this purpose, we will consider the following auxiliary boundary value problem.(
∂4
x + ∂4

y + ∂4
z + ∂4

ζ

)
u(x, y, z, ζ) = (−∆)h(x, y, z, ζ) in Ω, (18)

u(x, y, z, ζ) = ∂~nu(x, y, z, ζ) = 0 on ∂Ω, (19)

which, in operator form, is expressed as:
Tu = B1h, (20)

T ∈ L (
◦
W

2
2(Ω);W−2

2 (Ω)), B1 ∈ L (L2(Ω);W−2
2 (Ω)).

Let h ∈ L2(Ω), i.e. B1h ∈ W−2
2 (Ω). Then the boundary value problem (18)–(19) (or (20)) can be

written as the following (highlighted) identity:

〈Tu, v〉 def
= ((u, v)) = 〈B1h, v〉

def
= (h,−∆v)

L2(Ω)
∀ v(x, y, z, ζ) ∈ V2(Ω), (21)

where

((u, v))
def
=
(
∂2
xu, ∂

2
xv
)
L2(Ω)

+
(
∂2
yu, ∂

2
yv
)
L2(Ω)

+
(
∂2
zu, ∂

2
zv
)
L2(Ω)

+
(
∂2
ζu, ∂

2
ζ v
)
L2(Ω)

, (22)

((u, u)) ≥ 1

2
‖∆u‖2L2(Ω). (23)

Remark 2. According to (24) from [7; 117, 125] for convex bounded domains x = (x1, ..., xd) ∈ Ω ⊂ Rd,
d ≥ 2, with a piecewise smooth boundary ∂Ω, the following inequality holds:

‖uxx‖L2(Ω) ≤ C‖∆u‖L2(Ω), ∀u ∈W 2
2,0(Ω) ≡W 2

2(Ω)∩
◦
W

1
2(Ω); (24)

(u, v)
(2)
2,Ω =

∫
Ω

(uv + uxvx + uxxvxx) dx, uxx =
(
uxjxk

)
, j, k = 1, ..., d,

therefore, due to the inequalities (24) and (23), the equivalent norm (22) is defined in the space
W 2

2(Ω)∩
◦
W1

2(Ω). This norm induces an equivalent norm on the subspace
◦
W2

2(Ω) ⊂W 2
2,0(Ω).

Theorem 1. Let h ∈ L2(Ω)), i.e. B1h ∈W−2
2 (Ω). Then the boundary value problem (16)–(17) has

a unique solution u ∈ V2(Ω).

Remark 3. The statement of Theorem 1 remains valid if h ∈ W 2
2,0(Ω), i.e., Bh ∈ L2(Ω), where

B ∈ L (W 2
2,0(Ω);L2(Ω)).
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Remark 4. According to (23) and (24) for the continuous bilinear functional ((u, v)) (22), the
condition of positive definiteness holds:

((u, u)) ≥ K‖u‖2V2(Ω) ∀u ∈ V2(Ω). (25)

Theorem 2. Let the operator B in the spectral problem (16)–(17) be defined as in Remark 3:
B ∈ L (W 2

2,0(Ω);L2(Ω)). Then the operator T−1:

T−1 : L2(Ω)→ V2(Ω) ⊂ L2(Ω)

is self-adjoint and compact, as it acts in the space L2(Ω), i.e. the set of “generalized eigenfunctions”
of the operator T−1, belonging to the space V2(Ω), forms an orthonormal basis in the space V1(Ω).

Proof of Theorem 1. The statement of Theorem 1 follows from (21), (23), (25), and the continuity
of the bilinear functional (22) in the space

◦
W2

2(Ω) [21; 629, 653]. Definition of condition (E) [22; 169]:
positive definiteness of the principal self-adjoint part of the system — the ellipticity condition for one
equation.

Proof of Theorem 2. To prove Theorem 2, let us consider the mapping T−1 : Bh→ u, defined from
the statement of Remark 3 to Theorem 1. It is linear and acts continuously from L2(Ω) to V2(Ω). Due
to the compact embedding V2(Ω) ↪→ L2(Ω), the linear operator T−1, considered as a linear operator
on L2(Ω), is compact. This operator is also self-adjoint (“relative to the operator B”) because

(T−1Bh1, Bh2)L2(Ω) = ((u1, u2)) =
(
Bh1, T

−1Bh2

)
L2(Ω),

where
T−1Bhi = ui, Bhi∈ L2(Ω), T−1Bhi∈ V2(Ω), i = 1, 2.

Consequently, the operator T−1 possesses a complete orthonormal sequence of “generalized eigenfun-
ction” (see the formulas below in (27)): vj ∈ V2(Ω),

T−1Bvj = λ−2
j vj , j ≥ 1, λ−2

j > 0, λ−2
j → +0, j → +∞. (26)

By multiplying equatio (26) scalarly by Tv, we obtain

vj ∈ V2(Ω), ((vj , v)) = λ2
j (∇vj ,∇v)L2(Ω), ∀ v ∈ V2(Ω), (27)

where j ≥ 1, λ2
j > 0, λ2

j → +∞, j → +∞, we indeed have

(vj , T v)L2(Ω) = ((vj , v)) = λ2
j (Bvj , v)L2(Ω) = λ2

j (∇vj ,∇v)L2(Ω).

From the underlined identity (which coincides with (27)), we obtain, as usual:

(∇vj ,∇vk)L2(Ω) = δjk, ((vj , vk)) = λ2
jδjk, ∀ j, k.

This completes the proof of Theorem 2.

Theorem 3. The spectral problem (16)–(17) has the following solution:

Un(x, y, z, ζ) = Xn(x)Yn(y)Zn(z)Υn(ζ), λ2
n, n ∈ N, (28)

where Xn(x) = Φn(σ)|σ=x, Yn(y) = Φn(σ)|σ=y, Zn(z) = Φn(σ)|σ=z, Υn(ζ) = Φn(σ)|σ=ζ are defined as
follows 

Φ2n−1(ζ) = sin2 λ2n−1ζ
2 , λ2

2n−1 =
(

2(2n−1)π
l

)2
, n ∈ N,

Φ2n(ζ) = [λ2nl − sinλ2nl] sin2 λ2nζ
2 − sin2 λ2nl

2 [λ2nζ − sinλ2nζ] ,

λ2
2n =

(
2νn
l

)2
, n ∈ N,

(29)

and {νn, n ∈ N} are the positive roots of the equation tan ν = ν, and µ2
n = λ2

n/3, n ∈ N.
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The arrangement of eigenvalues on the positive half-axis is shown in Figure 1 (here l = 2).

Figure 1. The positive roots of the equations (for l = 2):
tan νn = νn, νn = λnl

2 = λn; sinλn = 0, n ∈ N.

From Figure 1 we get:

0 < λ1 = π < λ2 =
3π

2
− ε1 < λ3 = 2π < λ4 =

5π

2
− ε2 <

< λ5 = 3π < λ6 =
7π

2
− ε3 < λ7 = 4π < ...

Next, from Theorem 1, we obtain:

Corollary 1. The eigenvalues {λ2n, n ∈ N} are ordered as follows:

0 < λ2n =
2νn
l
<

(2n+ 1)π

2
, ∀n ∈ N,

λ2n =
2νn
l
→ (2n+ 1)π

2
, n→∞,

where {νn, n ∈ N} are the positive roots of the equation tan ν = ν.

Theorem 4. The system of functions {Un(x, y, z, ζ)}∞n=1 ⊂ V2(Ω), defined by the relations (28)–(29),
forms a complete orthogonal sequence of “generalized eigenfunctions” in the space V1(Ω).

Let us introduce the notations:
◦
W

2
2(Ω) = (

◦
W

2
2(Ω))6 ,

◦
W

1
2(Ω) = (

◦
W

1
2(Ω))4 , (30)

◦
W(Ω) = {~w ∈

◦
W

1
2(Ω), div ~w = 0} . (31)
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Proposition 5. For each four-dimensional vector-function ~w(x, y, z, ζ) ∈ (V1(Ω))4, satisfying the
condition div~w(x, y, z, ζ) = 0, there exists a unique six-dimensional vector-function ~U(x, y, z, ζ) ∈
(V2(Ω))6. The converse statement is also true.

The validity of Proposition 5 directly follows from the proof of Proposition 4.

Proposition 6. The equality of sets holds [5; 470]:

curl{
◦
W

2
2(Ω)} =

◦
W(Ω).

Let H(Ω) denote the space of solenoidal functions, defined as follows:

H(Ω) = {~w| ~w ∈ L2(Ω), div ~w = 0, ~w · ~n|∂Ω = 0}, L2(Ω) = (L2(Ω))4, (32)

where ~w · ~n is the normal component of the vector ~w.

Proposition 7. If U1 = U2 = U3 = U4 = U5 = U6 = U(x, y, z, ζ) ∈
◦
W2

2(Ω), then we get

~w ∈
◦
W0(Ω) = curl{~U}

|U1=U2=U3=U4=U5=U6=U∈
◦
W 2

2(Ω)
⊂
◦
W(Ω).

Next, we introduce the extended system of functions
{
U1
m(x, y, z, ζ)

}∞
m=0

, where

U1
0 (x, y, z, ζ) ≡ 0, U1

m(x, y, z, ζ) = Um(x, y, z, ζ), m ∈ N,

and construct vector-functions

~U1
mjkqrs(x, y, z, ζ) =

{
U1
m, U

1
j , U

1
k , U

1
q , U

1
r , U

1
s

}
∈
◦
W

2
2(Ω), (33)

where m, j, k, q, r, s ∈ N0 = N∪ {0}, which, as is evident, will form a fundamental system in the space
V1(Ω) = (V1(Ω))6.

Theorem 5. By applying the curl operator from (3) to the extended system of vector-functions (33),
we obtain the desired fundamental system (m, j, k, q ∈ N0):

~wmjkqrs(x, y, z, ζ) = {w1,mjk, w2,mrs, w3,jsq, w4,kqr} ∈
◦
W(Ω) (34)

in the space of solenoidal functions H(Ω) (32), where

w1,mrs(x, y, z, ζ) = ∂xU
1
m + ∂ζU

1
r − ∂zU1

s , (x, y, z, ζ) ∈ Ω, m, r, s ∈ N0,

w2,jsq(x, y, z, ζ) = ∂xU
1
j + ∂yU

1
s − ∂ζU1

q , (x, y, z, ζ) ∈ Ω, j, s, q ∈ N0,

w3,kqr(x, y, z, ζ) = ∂xU
1
k + ∂zU

1
q − ∂yU1

r , (x, y, z, ζ) ∈ Ω, k, q, r ∈ N0,

w4,mjk(x, y, z, ζ) = −∂yU1
m − ∂zU1

j − ∂ζU1
k , (x, y, z, ζ) ∈ Ω, m, j, k ∈ N0,

div ~wmjkqrs(x, y, z, ζ) = 0, (x, y, z, ζ) ∈ Ω, m, j, k, q, r, s ∈ N0, (35)

~wmjkqrs(x, y, z, ζ) = 0, (x, y, z, ζ) ∈ ∂Ω, m, j, k, q, r, s ∈ N0. (36)

Proof of Theorem 5. From the formulas defining the vector-function (34), we sequentially obtain:

|w1 − wε1|2 ≤ 3
[
|∂x(U1 − U ε1 )|2 + |∂ζ(U5 − U ε5 )|2 + |∂z(U6 − U ε6 )|2

]
,

|w2 − wε2|2 ≤ 3
[
|∂x(U2 − U ε2 )|2 + |∂y(U6 − U ε6 )|2 + |∂ζ(U4 − U ε4 )|2

]
,

|w3 − wε3|2 ≤ 3
[
|∂x(U3 − U ε3 )|2 + |∂z(U4 − U ε4 )|2 + |∂y(U5 − U ε5 )|2

]
,

114 Bulletin of the Karaganda University



On two four-dimensional curl ...

|w4 − wε4|2 ≤ 3
[
|∂y(U1 − U ε1 )|2 + |∂z(U2 − U ε2 )|2 + |∂ζ(U3 − U ε3 )|2

]
,

i.e.,
‖~w − ~wε‖L2(Ω) ≤ 2

√
3‖~U − ~U ε‖V1(Ω) ≤ 2

√
3 ε,

where, first, according to Proposition 4, for each vector-function ~w(z, y, z, ζ) ∈
◦
W(Ω) from (31), there

corresponds a unique vector-function ~U(z, y, z, ζ) ∈
◦
W2

2(Ω) (30).
Secondly, the finite sum

~U ε(x, y, z, ζ) =

Nε∑
n=0

an~U
1
n(x, y, z, ζ), Nε <∞,

ensuring the fulfillment of inequality

‖~U(x, y, z, ζ)− ~U ε(x, y, z, ζ)‖V1(Ω) ≤ ε

corresponds to the sum defined by the formulas:

~w ε(x, y, z, ζ) =

Nε∑
n=0

an ~wn(x, y, z, ζ), Nε <∞,

and satisfying inequality:

1

2
√

3
‖~w(x, y, z, ζ)− ~w ε(x, y, z, ζ)‖H(Ω) ≤ ‖~U(x, y, z, ζ)− ~U ε(x, y, z, ζ)‖(V1(Ω))6 ≤ ε,

due to the fact that equality

‖~w(x, y, z, ζ)− ~w ε(x, y, z, ζ)‖L2(Ω) = ‖~w(x, y, z, ζ)− ~w ε(x, y, z, ζ)‖H(Ω)

and identity
‖~w − ~w ε‖

H⊥ (Ω)
= 0, L2(Ω) = H(Ω)⊕H⊥(Ω)

hold. The relations (28)–(31) show that the system of four-dimensional vector-functions

{~wn(x, y, z, ζ)}∞n=0 ⊂ (V1(Ω))4,

forms a fundamental system in the space of solenoidal vector fields H(Ω), satisfying the condition

div ~wn(x, y, z, ζ) = 0.

This concludes the proof of Theorem 5.

Proposition 8. Any vector-functions of the form

~w(x, y, z, ζ) = {0, 0, 0, w4(x, y, z, ζ)} ,

~w(x, y, z, ζ) = {0, 0, w3(x, y, z, ζ), 0} ,
~w(x, y, z, ζ) = {0, w2(x, y, z, ζ), 0, 0} ,
~w(x, y, z, ζ) = {w1(x, y, z, ζ), 0, 0, 0} ,

from the space (
◦
W1

2(Ω))4 (where the functions w1(x, y, z, ζ), w2(x, y, z, ζ), w3(x, y, z, ζ) and w4(x, y, z)
are identically nonzero) cannot be solenoidal, i.e., they will not satisfy both the equation (incompress-
ibility condition of the incompressible fluid) div ~w(x, y, z, ζ) = 0 (35) and the boundary condition (36).

Thus, we have constructed a fundamental system in the space of solenoidal functions for a four-
dimensional “cubic” domain.
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2 The second four-dimensional curl operator for a 4-D domain

Let us formulate Problem 1.1 for the second four-dimensional curl operator. We start from the
case of the four-dimensional rectangular parallelepiped, dim Ω4 = 4.

Problem 2.1. Find the vector-function ~U(x, y, z, ζ) for a given solenoidal vector-function ~w(x, y, z, ζ),
i.e.

curl ~U(x, y, z, ζ) = ~w(x, y, z, ζ), div ~w(x, y, z, ζ) = 0, (x, y, z, ζ) ∈ Ω4, (37)

where ~U = {U1, U2, U3, U4}, ~w = {w1, w2, w3, w4},

Uj ∈W 2
2(Ω4), wj ∈W 1

2(Ω4), j = 1, 2, 3, 4. (38)

We introduce curl operator [5; 141] in the following way

~w = curl ~U =


∂yU3 − ∂zU2 − ∂ζU2

∂zU4 − ∂ζU3 − ∂xU3

∂ζU1 + ∂xU2 − ∂yU4

∂xU2 + ∂yU3 − ∂zU1

 , div curl ~U = 0. (39)

We recall the notation for the spaces

W2
2(Ω4) =

(
W 2

2(Ω4)
)4
, W1

2(Ω4) =
(
W 1

2(Ω4)
)4
. (40)

Proposition 9. If U1 = U2 = U3 = U4 = U(x, y, z, ζ) ∈W 2
2(Ω4), then instead of (14), we obtain:

~w ∈W0(Ω4) = curl{~U}|U1=U2=U3=U4=U∈W2
2(Ω4) ⊂W(Ω4).

The following statement is true.

Proposition 10. For each four-dimensional vector-function ~w(x, y, z, ζ) ∈W(Ω4) (14), there exists a
four-dimensional vector-function ~U(x, y, z, ζ) ∈W2

2(Ω4) (40) that satisfies the relations (37)–(39). The
converse statement is also true: for each four-dimensional vector-function ~U(x, y, z, ζ) ∈W2

2(Ω4) (40),
there exists a four-dimensional vector-function ~w(x, y, z, ζ) ∈ W(Ω4) (14) that satisfies the relations
(37)–(39).

Now we turn to the case of the four-dimensional cube Ω = {0 < x, y, z, ζ < l}.
Let

U1 = U2 = U3 = U4 = U, ~U = {U,U, U, U}, (x, y, z, ζ) ∈ Ω, (41)

then we have
~U(x, y, z, ζ) = {U,U, U, U},

~w(x, y, z, ζ) = {w1, w2, w3, w4}.

The curl operator (39) for the “four-dimensional cube” Ω under the condition (41).

~w = curl ~U =


(∂y − ∂z − ∂ζ)U
(∂z − ∂ζ − ∂x)U

(∂ζ + ∂x − ∂y)U
(∂x + ∂y − ∂z)U

 , div curl ~U = 0.

In this case, the spectral problem for the Stokes operator (A) takes the form:

∆(∆− S)U = µ2(−∆ + S)U, (x, y, z, ζ) ∈ Ω, (42)

116 Bulletin of the Karaganda University



On two four-dimensional curl ...

U = ∂~nU = 0, (x, y, z, ζ) ∈ ∂Ω, (43)

S =
4

3

(
∂2
xz + ∂2

yz + ∂2
yζ − ∂2

xζ

)
, (44)

where ~n is the outward unit normal to ∂Ω.
In equation (42), let the operator S ≡ 0, and then replace the resulting biharmonic operator (−∆)2

with a fourth-order differential operator. As a result, instead of the spectral problem (42)–(44), we
obtain the spectral problem (16)–(17) with λ2 = µ2, for which Theorems 3 and 4 remain valid.

Let us introduce the notations:

◦
W

2
2(Ω) = (

◦
W

2
2(Ω))4 ,

◦
W

1
2(Ω) = (

◦
W

1
2(Ω))4 , (45)

◦
W(Ω) = {~w ∈

◦
W

1
2(Ω), div ~w = 0} . (46)

Proposition 11. For each four-dimensional vector-function ~w(x, y, z, ζ) ∈ (V1(Ω))4, satisfying the
condition div~w(x, y, z, ζ) = 0, there exists a unique four-dimensional vector-function ~U(x, y, z, ζ) ∈
(V2(Ω))6. The converse statement is also true.

The validity of Proposition 11 directly follows from the proof of Proposition 10.

Proposition 12. If U1 = U2 = U3 = U4 = U(x, y, z, ζ) ∈
◦
W2

2(Ω), then we get:

~w ∈
◦
W0(Ω) = curl{~U}

|U1=U2=U3=U4=U∈
◦
W 2

2(Ω)
⊂
◦
W(Ω).

Next, we introduce the extended system of functions
{
U1
m(x, y, z, ζ)

}∞
m=0

, where

U1
0 (x, y, z, ζ) ≡ 0, U1

m(x, y, z, ζ) = Um(x, y, z, ζ), m ∈ N,

and construct vector-functions

~U1
mjkq(x, y, z, ζ) =

{
U1
m, U

1
j , U

1
k , U

1
q

}
∈
◦
W

2
2(Ω), (47)

m, j, k, q ∈ N0 = N∪{0}, which, as evident, will form a fundamental system in the spaceV1(Ω) = (V1(Ω))4.

Theorem 6. By applying the curl operator from (39) to the extended system of vector-functions (47),
we obtain the desired fundamental system (m, j, k, q ∈ N0):

~wmjkq(x, y, z, ζ) = {w1,kjj , w2,qkk, w3,mjq, w4,jkm} ∈
◦
W(Ω) (48)

in the space of solenoidal functions H(Ω) (32), where

w1,kjj(x, y, z, ζ) = ∂yU
1
k − ∂zU1

j − ∂ζU1
j , (x, y, z, ζ) ∈ Ω, j, k ∈ N0,

w2,qkk(x, y, z, ζ) = ∂zU
1
q − ∂ζU1

k − ∂ζU1
k , (x, y, z, ζ) ∈ Ω, k, q ∈ N0,

w3,mjq(x, y, z, ζ) = ∂ζU
1
m + ∂xU

1
j − ∂yU1

q , (x, y, z, ζ) ∈ Ω, m, j, q ∈ N0,

w4,jkm(x, y, z, ζ) = ∂xU
1
j + ∂yU

1
k − ∂zU1

m, (x, y, z, ζ) ∈ Ω, m, j, k ∈ N0,

div ~wmjkq(x, y, z, ζ) = 0, (x, y, z, ζ) ∈ Ω, m, j, k, q ∈ N0, (49)

~wmjkq(x, y, z, ζ) = 0, (x, y, z, ζ) ∈ ∂Ω, m, j, k, q ∈ N0. (50)
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Proof of Theorem 6. From the formulas defining the vector-function (48), we sequentially obtain

|w1 − wε1|2 ≤ 3
[
|∂y(U3 − U ε3 )|2 + |∂z(U2 − U ε2 )|2 + |∂ζ(U2 − U ε2 )|2

]
,

|w2 − wε2|2 ≤ 3
[
|∂x(U3 − U ε3 )|2 + |∂z(U4 − U ε4 )|2 + |∂ζ(U3 − U ε3 )|2

]
,

|w3 − wε3|2 ≤ 3
[
|∂x(U2 − U ε2 )|2 + |∂y(U4 − U ε4 )|2 + |∂ζ(U1 − U ε1 )|2

]
,

|w4 − wε4|2 ≤ 3
[
|∂x(U2 − U ε2 )|2 + |∂y(U3 − U ε3 )|2 + |∂z(U1 − U ε1 )|2

]
,

i.e.,
‖~w − ~wε‖L2(Ω) ≤ 2

√
3‖~U − ~U ε‖V1(Ω) ≤ 2

√
3 ε,

where, first, according to Proposition 11, for each vector-function ~w(z, y, z, ζ) ∈
◦
W(Ω) from (46), there

corresponds a unique vector-function ~U(z, y, z, ζ) ∈
◦
W2

2(Ω) (45).
Secondly, the finite sum

~U 1ε(x, y, z, ζ) =

Nε∑
n=0

an~U
1
n(x, y, z, ζ), Nε <∞, (51)

ensuring the fulfillment of inequality

‖~U1(x, y, z, ζ)− ~U 1ε(x, y, z, ζ)‖V1(Ω) ≤ ε, (52)

corresponds to the sum defined by the formulas:

~w ε(x, y, z, ζ) =

Nε∑
n=0

an ~wn(x, y, z, ζ), Nε <∞, (53)

and satisfying inequality:

1

2
√

3
‖~w(x, y, z, ζ)− ~w ε(x, y, z, ζ)‖H(Ω) ≤ ‖~U1(x, y, z, ζ)− ~U 1ε(x, y, z, ζ)‖(V1(Ω))6 ≤ ε, (54)

due to the fact that equality

‖~w(x, y, z, ζ)− ~w ε(x, y, z, ζ)‖L2(Ω) = ‖~w(x, y, z, ζ)− ~w ε(x, y, z, ζ)‖H(Ω),

and identity
‖~w − ~w ε‖

H⊥ (Ω)
= 0, L2(Ω) = H(Ω)⊕H⊥(Ω)

hold.
The relations (51)–(54) show that the system of four-dimensional vector-functions

{~wn(x, y, z, ζ)}∞n=0 ⊂ (V1(Ω))4,

forms a fundamental system in the space of solenoidal vector fields H(Ω), satisfying the condition

div ~wn(x, y, z, ζ) = 0.

This concludes the proof of Theorem 6.
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Proposition 13. Any vector-functions of the form

~w(x, y, z, ζ) = {0, 0, 0, w4(x, y, z, ζ)} ,

~w(x, y, z, ζ) = {0, 0, w3(x, y, z, ζ), 0} ,

~w(x, y, z, ζ) = {0, w2(x, y, z, ζ), 0, 0} ,

~w(x, y, z, ζ) = {w1(x, y, z, ζ), 0, 0, 0} ,

from the space (
◦
W1

2(Ω))4 (where the functions w1(x, y, z, ζ), w2(x, y, z, ζ), w3(x, y, z, ζ) and w4(x, y, z)
are identically nonzero) cannot be solenoidal, i.e. they will not satisfy both the equation
(incompressibility condition of the incompressible fluid) div ~w(x, y, z, ζ) = 0 (49), and the boundary
condition (50).

Thus, we have constructed a fundamental system in the space of solenoidal functions for a “four-
dimensional cubic” domain.

Conclusion

The paper considers two four-dimensional curl operators. The first is the classical one, which is used
in the description of Maxwell’s equations for electromagnetic fields. The second curl operator is new and
has not been known before. Based on these operators, an explicit construction of a fundamental system
in the space of solenoidal functions for the “four-dimensional cube” is obtained. This fundamental
system of functions can be used for the approximate solution of boundary value problems for stationary
and evolutionary Stokes and Navier-Stokes equations. It is worth noting that in the works [23] and [24],
the solution to the spectral problem (A1) for the biharmonic operator in the domain Ω, represented
by a 3-D sphere, was found.
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Spectral analysis of second order quantum difference operator over
the sequence space lp (1 < p <∞)
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In this article, we study the spectrum, fine spectrum and boundedness property of second order quantum
difference operator ∆2

q (0 < q < 1) over the class of sequence lp (1 < p < ∞), the pth summable sequence
space. The second order quantum difference operator ∆2

q is a lower triangular triple band matrix ∆2
q(1,−(1+

q), q). We also determine the approximate point spectrum, defect spectrum, compression spectrum, and
Goldberg classification of the operator on the class of sequence. We obtained the results by solving an
infinite system of linear equations and computing the inverse of a lower triangular infinite matrix. We also
provide appropriate examples along with graphical representations where necessary.

Keywords: spectrum, difference operator, infinite matrices, triple-band matrix.
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Introduction

Spectral theory of bounded linear operators on Banach or Hilbert spaces holds a significant place
in different branches of Mathematics due to its many applications. The fundamental principle of
the modern spectral theorem is that certain linear operators on infinite dimensional spaces can be
represented in a “diagonal” matrix form. From this diagonal form, we can determine the spectrum of
the operator. The spectrum of an operator can be classified into three parts: the point spectrum, the
continuous spectrum, and the residual spectrum. These three disjoint parts together are referred to as
the “fine spectrum”.

In operator theory, one of the most important linear operators is the difference operator. The
spectrum of this operator and its different forms on various sequence spaces have been studied by
many researchers. In recent times, researchers have started analyzing the spectrum of the quantum
version of some well-known operators, one of which is the difference operator. In our study, we analyze
the spectrum of a second order quantum difference operator. The q−analog of the second order
difference operator is defined as (∆2

qu)k = uk − (1 + q)uk−1 + quk−2, for all k ∈ N and any term with
negative indices are zero. The matrix representation of this operator is given below

∆2
q =


1 0 0 0 . . .

−(1 + q) 1 0 0 . . .
q −(1 + q) 1 0 . . .
0 q −(1 + q) 1 . . .
...

...
...

...
. . .

 .

The nth order q−difference operator is defined as (∆n
qu)k =

∑n
i=0(−1)i

(
n
i

)
q
q(

i
2)un+k−i, which was

introduced by Bustoz and Gordillo [1].
∗Corresponding author. E-mail: nkalita@gauhati.ac.in
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The initial study of the spectrum of the difference operator ∆, (∆yk = yk − yk+1) was conducted
by Altay and Basar [2], Kayaduman and Furkan [3], and Akhmedov and Basar [4, 5] in the spaces
co, c, ; l1, bv and lp, bvp respectively. The spectrum of the second-order difference operator ∆2 was
studied by Dutta and Baliarsingh [6] over the space c0. After this the operator ∆ was generalized
to B(r, s), B(r, s)(yk) = (ryk + syk−1). The spectrum of this operator was studied by Altay and
Basar [7], Kayaduman et al. [8], Bilgic and Furkan [9], Dutta and Tripathy [10] over the spaces
c0, c; l1, bv; lp, bvp (1 ≤ p < ∞) and cs respectively. B(r, s) was further generalized to B(r, s, t),
B(r, s, t)(yk) = (ryk + syk−1 + tyk−2). The spectrum of this operator was studied by Bilgic and
Furkan [11]; Furkan et al. [12, 13] over the spaces l1, bv, c0, c and lp, bvp respectively. Srivastava
and Kumar [14, 15]; Akhmedov and El-Shabrawy [16] studied the spectrum of the generalised dif-
ference operator ∆v, where ∆v(yk) = (vkyk − vk−1yk−1) over the sequence spaces c0, l1 and c, lp
respectively. Akhmedov and El-Shabrawy [17, 18]; Dutta and Baliarsingh [19] obtained the spec-
trum of the operator ∆ab, where ∆ab(yk) = (akyk + bk−1yk−1) over the sequence spaces c0, c and
lp, bvp respectively. Panigrahi and Srivastava [20, 21] also analyzed the spectrum of ∆2

uv, where
∆2
uv(yk) = (ukyk − vk−1yk−1 + uk−2yk−2) and ∆2

uvw, where ∆2
uvw(yk) = (ukyk + vk−1yk−1 +wk−2yk−2)

over the sequence spaces c0 and l1 respectively. Then, Altundağ and Abay [22] studied on the fine
spectrum of generalized upper triangular triple-band matrices (∆2

uvw)t where the transpose of matrix
operator ∆2

uvw over the sequence space l1. Patra and Srivastava [23] considered a new generalized
difference operator A(p1, p2; q1, q2; r1, r2) and determined its spectrum over the sequence space lp
(1 ≤ p <∞). The operators mentioned above can be expressed using a lower triangular band matrix.
Spectral analysis of the quantum versions of some well-known operators has been conducted in recent
years. The spectrum of q−Cesàro matrix was studied by Yildirim [24], Durna and Turkay [25] over
the sequence space c0 and c respectively. Yaying et al. [26, 27] studied the spectrum of second order
q−difference operator over the sequence space c0, l1 respectively. Spectrum of weighted q−difference
operator was studied by Yaying et al. [28] over the sequence space c0.

q−Analog : A q−analog of a number, a theorem, an identity or an expression is a generalization
that involves a new parameter q and it reduced to the original number, theorem, identity as the
limit q −→ 1−. In the 19th century, the basic hypergeometric series became the first q−analog to be
extensively studied. In recent research of many areas of Mathematics like combinatorics, approximation
theory, difference and integral equations, etc., q−calculus have been used extensively.

The q−analog [m]q of m for q ∈ (0, 1) can be determined as

[m]q =

{∑m−1
k=0 q

k, m = 1, 2, 3, . . . ,

0, m = 0.

One might observe that [m]q = m whenever q −→ 1−. The q−analog
(
m
k

)
q
of binomial coefficient

(
m
k

)
can be determined as

(
m

q

)
q

=


[m]q!

[m− k]q![k]q!
, m ≥ k,

0, k > m,

where the q−analog of the factorial, i.e., q−factorial, is defined as

[m]q! =

{∏m
k=1[k]q, m = 1, 2, 3, . . . ,

1, m = 0.

The q−analog of some specific binomials such as
(
0
0

)
=
(
m
0

)
=
(
m
m

)
= 1, also

(
m

m−k
)
q

=
(
m
k

)
q
. For an

in-depth study of quantum calculus, we refer to the book [29].
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1 Some Definitions and Preliminaries

Consider M : U −→ V be a bounded linear operator, in which U and V are Banach spaces, the
following collections

R(M) = {v ∈ V : v = Mu, u ∈ U}
and B(U, V ) = {M : U −→ V : M is continuous and linear}

are termed as the range of the operator M and the set of all bounded linear operators from U to V
respectively. The adjoint operator M∗ of M is defined from V ∗ to U∗, where V ∗ and U∗ represent the
dual space of V and U respectively. Again, it is defined as (M∗f)(u) = f(Mu), for all f ∈ V ∗ and
u ∈ U .

Let M : D(M) −→ U , where D(M) denotes the domain of M . From M we can get an operator,

Mµ = M − µI,

where µ ∈ C and I is the identity operator. A regular value µ ∈ C of M is such that Mµ is invertible,
and its inverse (M−1µ ) is bounded and defined on a set A and call it the resolvent operator ofM , where
A is dense in U . The collections of such µ is called the resolvent set and is denoted by ρ(M,U). In the
complex plane C, the compliment of ρ(M,U) is denoted by σ(M,U), and is called the spectrum of M .

Further, σ(M,U) is classified into three disjoint subsets, namely, the point spectrum σp(M,U),
the continuous spectrum σc(M,U), and the residual spectrum σr(M,U). In point spectrum, M−1µ
does not exist for any µ ∈ σp(M,U), while in continuous spectrum, M−1µ exist but unbounded for
every µ ∈ σc(M,U), and also defined on a set that is dense in U . On the other hand, in the residual
spectrum, M−1µ exists but may or may not be bounded for µ ∈ σr(M,U) and is not dense in U .

There are more subdivisions of the spectrum of a bounded operator such as approximate point spec-
trum σap(M,U), defect spectrum σδ(M,U) and compression spectrum σco(M,U), which are defined
as follows:
• σap(M,U) = {µ ∈ C : (M − µI) is not bounded below};
• σδ(M,U) = {µ ∈ C : (M − µI) is not surjective};
• σco(M,U) = {µ ∈ C : R(M − µI) 6= U}.

2 Goldberg’s classification of spectrum

A detailed classification of the spectrum of an operator was given by Goldberg [30]. This classifi-
cation is based on the nature of the set R(Mµ) and the inverse M−1µ .

If M ∈ B(U,U), then there are three possibilities for R(Mµ):
(P) R(Mµ) = U ,
(Q) R(Mµ) = U, but R(Mµ) 6= U ,
(R) R(Mµ) 6= U

and three possibilities for M−1µ :
(1 ) Exist and continuous,
(2 ) Exist but discontinuous,
(3 ) Does not exist.
Combination of the possibilities P, Q, R and 1, 2, 3 leads to nine different states. They are

identified as P1, P2, P3, Q1, Q2, Q3, R1, R2, and R3.
If Mµ ∈ P1 or Mµ ∈ Q1, then µ ∈ ρ(M,X). If Mµ ∈ R2, then M−1µ exists and is unbounded, and

R(Mµ) 6= X and we can write µ ∈ R2σ(M,X). We can summarize this classification in the following
Table 1.
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T a b l e 1

Goldberg’s classification of spectrum of linear operator

1 2 3
M−1
µ M−1

µ M−1
µ

exist and bounded exist and unbounded does not exist
P R(Mµ) = U µ ∈ ρ(M,U) - µ ∈ σp(M,U)

µ ∈ σap(M,U)

Q R(Mµ) = U µ ∈ ρ(M,U) µ ∈ σc(M,U) µ ∈ σp(M,U)
µ ∈ σδ(M,U) µ ∈ σδ(M,U)
µ ∈ σap(M,U) µ ∈ σap(M,U)

R R(Mµ) 6= U µ ∈ σr(M,U) µ ∈ σr(M,U) µ ∈ σp(M,U)
µ ∈ σδ(M,U) µ ∈ σδ(M,U) µ ∈ σδ(M,U)
µ ∈ σco(M,U) µ ∈ σco(M,U) µ ∈ σco(M,U)

µ ∈ σap(M,U) µ ∈ σap(M,U)

Proposition 1. ([31], p. 28) Spectral and sub-spectral relationships of an operatorM and its adjoint
operator M∗ are provided below.

(a) σ(M∗, Y ∗) = σ(M,Y ),

(b) σap(M∗, Y ∗) = σδ(M,Y ),

(c) σδ(M∗, Y ∗) = σap(M,Y ),

(d) σp(M∗, Y ∗) = σco(M,Y ),

(e) σ(M,Y ) = σap(M,Y )
⋃
σp(M

∗, Y ∗) = σp(M,Y )
⋃
σap(M

∗, Y ∗).

Lemma 1. ([30], p. 60) The adjoint operator M∗ of M is onto if and only if M has a bounded
inverse.

Lemma 2. ([30], p. 59) The bounded linear operator M : U −→ V has dense range if and only if
M∗ is one to one.

Throughout this work, the aforementioned spaces c0, c, l1, lp, bv, bvp, cs and l∞ represent the
spaces of all null, convergent, absolutely summable, p−absolutely summable, bounded variation, p−
bounded variation, convergent series, and bounded sequences, respectively.

Before going to the main results we state a remark, “if z is a complex number, then
√
z means the

square root of z with non-negative real part. If Re
√
z = 0, then

√
z means the square root of z with

Im(z) ≥ 0”.

3 Spectrum of ∆2
q(1,−(1 + q), q) on lp

Theorem 1. ∆2
q ∈ B(lp) with (1 + (1 + q)p + qp)1/p ≤ ||∆2

q ||lp ≤ 2(q + 1) for 0 < q < 1, where
1 < p <∞.

Proof. The linearity of ∆2
q is straightforward to prove, so it is omitted. Now, consider

e(0) = (1, 0, 0, . . .) in lp. Then, (∆2
q)e

(0) = (1,−(1 + q), q, 0, 0, . . .) and it is obtained that

||(∆2
q)e

(0)||lp
||e(0)||lp

= (1 + (1 + q)P + qp)1/p.

From this we get, (1 + (1 + q)P + qp)1/p ≤ ||(∆2
q)e

(0)||. Again for any u = (uk) ∈ lp and using the
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Minkowaski inequality, we get

||∆2
qu||lp =

(∑
k

|quk−1 + (−(1 + q))uk + uk+1|p
)1/p

≤

(∑
k

|quk−1|p
)1/p

+

(∑
k

|(1 + q)uk|p
)1/p

+

(∑
k

|uk+1|p
)1/p

=

(
qp
∑
k

|uk−1|p
)1/p

+

(
(1 + q)p

∑
k

|uk|p
)1/p

+

(∑
k

|uk+1|p
)1/p

= (q + (1 + q) + 1) ||u||lp
= 2(1 + q)||u||lp .

As a result, we get (1 + (1 + q)p + qp)1/p ≤ ||∆2
q ||lp ≤ 2(q + 1).

Theorem 2. The point spectrum σp(∆
2
q , lp) = φ (the empty set).

Proof. We prove this theorem by the method of contradiction. Consider σp(C1(q), lp) 6= φ. Then
for any 0 6= u ∈ lp with (∆2

q)u = λu, we get the following equalities:

u0 =λu0,

−(1 + q)u0 + u1 =λu1,

qu0 − (1 + q)u1 + u2 =λu2,

qu1 − (1 + q)u2 + u3 =λu3,

...
qum−2 − (1 + q)um−1 + um =λum,

...

If um is the first non zero entry of the sequence u = (um), then from the above equations we get
λ = 1. Putting the value of λ = 1 in the proceeding equation, we get um = 0, which contradicts our
assumption. Thus, σp(∆2

q , lp) = φ.

Lemma 3. ([32], p. 126) The matrix A = (ank) defines a bounded linear operator T ∈ B(l1),
mapping l1 to itself, if and only if the supremum of l1 norms of the columns of A is bounded.

Lemma 4. ([32], p. 126) The matrix A = (ank) defines a bounded linear operator T ∈ B(l∞),
mapping l∞ to itself, if and only if the supremum of l1 norms of the rows of A is bounded.

Lemma 5. ([33], p. 174, Theorem 9) If 1 < p <∞ and A ∈ (l1, l1) ∩ (l∞, l∞). Then A ∈ (lp, lp).

Theorem 3. σ(∆2
q , lp) =

{
µ ∈ C : |2(1− µ)| ≤

∣∣∣(1 + q) +
√

(1 + q)2 − 4(1− µ)q
∣∣∣}.

Proof. We consider

S =
{
µ ∈ C : |2(1− µ)| ≤

∣∣∣(1 + q) +
√

(1 + q)2 − 4(1− µ)q
∣∣∣}
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and let µ /∈ S. So, we get µ 6= 1, and this implies that (∆2
q − µI) has an inverse. Now,

(∆2
q − µI) =



1− µ 0 0 0 0 . . .
−(1 + q) 1− µ 0 0 0 . . .

q −(1 + q) 1− µ 0 0 . . .
0 q −(1 + q) 1− µ 0 . . .
0 0 q −(1 + q) 1− µ . . .
...

...
...

...
...

. . .


.

Since (∆2
q − µI) is a lower triangular matrix, its inverse can be obtained easily and has been given

below:

(∆2
q − µI)−1 =


m1 0 0 0 . . .
m2 m1 0 0 . . .
m3 m2 m1 0 . . .
m4 m3 m2 m1 . . .
...

...
...

...
. . .

 ,
where

m1 =
1

1− µ
,

m2 =
q + 1

(1− µ)2
,

m3 =
(q + 1)2 − q(1− µ)

(1− µ)3
,

...

here the sequence (mk) satisfies the following recurrence relation

mk =
(q + 1)mk−1 − qmk−2

1− µ
, for k ≥ 3.

From this recurrence relation, we get the characteristic equation as

(1− µ)w2 − (1 + q)w + q = 0,

whose solutions are:

w1 =
(1 + q) +

√
(1 + q)2 − 4(1− µ)q

2(1− µ)
,

w2 =
(1 + q)−

√
(1 + q)2 − 4(1− µ)q

2(1− µ)
.

From elementary calculations on recurrence sequence, we get

mk =
wk1 − wk2√

(1 + q)2 − 4(1− µ)q
. (1)

Now, we can proceed to the proof in two cases.

Mathematics Series. No. 2(118)/2025 127



N. Kalita, A.J. Dutta

Case 1: If (1 + q)2 = 4q(1− µ), then we get

mk =

(
2k

1 + q

)[
(1 + q)

2(1− µ)

]k
.

It can be easily proved that (mk) ∈ lp if
∣∣∣∣ (1 + q)

2(1− µ)

∣∣∣∣ < 1 . So, µ /∈ S implies that (mk) ∈ lp.

Case 2: If (1 + q)2 6= 4q(1 − µ). Since µ /∈ S, we have |w1| < 1. Again, using the inequality
|1−
√
z| ≤ |1 +

√
z| for any z ∈ C, we get∣∣∣∣∣ (1 + q)

2(1− µ)
−
√

(1 + q)2 − 4(1− µ)q

2(1− µ)

∣∣∣∣∣ ≤
∣∣∣∣∣ (1 + q)

2(1− µ)
+

√
(1 + q)2 − 4(1− µ)q

2(1− µ)

∣∣∣∣∣
=⇒ |w2| ≤ |w1| < 1.

Using this in equation (1), it is obtained that (mk) −→ 0 as k −→∞. Now

||(∆2
q − µI)−1||(l1:l1) = sup

k∈N

∞∑
i=k

|mi| =
∞∑
i=1

|mi|

≤ 1

|
√

(1 + q)2 − 4(1− µ)q|

( ∞∑
i=1

|w1|i +

∞∑
i=1

|w2|i
)
<∞.

Since |w1| < 1 and |w2| < 1, it follows that (∆2
q − µI)−1 ∈ (l1, l1). Again, since (mk) ∈ l1, the

supremum of l1 norms of the rows of (∆2
q − µI)−1 is finite. This results in (∆2

q − µI)−1 ∈ (l∞, l∞).
Now, using Lemma 5, we get (∆2

q − µI)−1 ∈ (l1, l1) ∩ (l∞, l∞) =⇒ (∆2
q − µI)−1 ∈ (lp, lp). It proves

that σ(∆2
q , lp) ⊆ S.

Now consider µ ∈ S. If µ = 1, then we get

(∆2
q − µI) = (∆2

q − I) =



0 0 0 0 0 . . .
−(1 + q) 0 0 0 0 . . .

q −(1 + q) 0 0 0 . . .
0 q −(1 + q) 0 0 . . .
0 0 q −(1 + q) 0 . . .
...

...
...

...
...

. . .


.

Now (∆2
q − I)u = θ =⇒ u = θ. So, we get (∆2

q − I) : lp −→ lp is one-one but not onto. This implies
(∆2

q − I) is not invertible.

If we take µ from S other than 1, then it is obtained from Case 1 that
∣∣∣∣ (1 + q)

2(1− µ)

∣∣∣∣ ≥ 1. It implies

(∆2
q − µI)−1 /∈ B(lp). Again, from Case 2, it is obtained that |w1| ≥ 1 and the inequality |w1| > |w2|,

which directly implies (wk) 9 0, and so
∑∞

i=1 |wi|p diverges. Consider v = (1, 0, 0, . . .) ∈ lp. Then
(∆2

q − µI)−1v = (m1,m2,m3, . . .), which doesn’t belong to lp. Therefore, (∆2
q − µI)−1 /∈ B(lp) and

this proves that S ⊆ σ(∆2
q , lp). Finally, it is obtained σ(∆2

q , lp) = S.

Lemma 6. ([34], p. 215) For any A ∈ B(lp) (1 < p < ∞), the adjoint operator A∗ ∈ B(lq), where
1
p + 1

q = 1 and can be represented by the transpose of A matrix.

Theorem 4. σp((∆2
q)
∗, l∗p
∼= lq) =

{
µ ∈ C : |2(1− µ)| <

∣∣∣(1 + q) +
√

(1 + q)2 − 4(1− µ)q
∣∣∣}.
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Proof. Consider the set S1 =
{
µ ∈ C : |2(1− µ)| <

∣∣∣(1 + q) +
√

(1 + q)2 − 4(1− µ)q
∣∣∣}, and let

µ ∈ S1. Now, solving (∆2
q)
∗u = µu, for θ 6= u ∈ l∗p ∼= lq, i.e.,


1 −(1 + q) q 0 0 0 . . .
0 1 −(1 + q) q 0 0 . . .
0 0 1 −(1 + q) q 0 . . .
0 0 0 1 −(1 + q) q . . .
...

...
...

...
...

...
. . .




u0
u1
u2
u3
...

 = µ


u0
u1
u2
u3
...

 ,

we get the following linear equations

u0 − (1 + q)u1 + qu2 = µu0,

u1 − (1 + q)u2 + qu3 = µu1,

u2 − (1 + q)u3 + qu4 = µu2,

...
uk − (1 + q)uk+1 + quk+2 = µuk,

...

Now, if we take µ = 1, then we get an eigenvector (1, 0, 0, . . .) corresponding to µ = 1. We consider
µ ∈ S1 other than 1. The above linear equations can also be expressed in terms of u1 and u0 as

u2 =
(1 + q)

q
u1 −

1− α
q

u0,

u3 =
(1 + q)2 − q(1− µ)

q2
u1 −

(1− µ)(1 + q)

q2
,

...

uk =
mk(1− µ)k

qk−1
u1 −

mk−1(1− µ)k

qk−1
u0, k ≥ 2, (2)

in which (mk) comes from equation (1). Now, we can find the eigenvector (uk), for µ 6= 1. Here we

can make a choice for u0 and u1. Let u0 = 1 and u1 =
2(1− µ)

(1 + q) +
√

(1 + q)2 − 4q(1− µ)
.

Already, we have obtained that w1 and w2 are roots of the characteristic equation (1−µ)w2− (1 +

+ q)w + q = 0. So, we get w1 · w2 =
q

1− µ
, and w1 − w2 =

√
(1 + q)2 − 4q(1− µ)

1− µ
.
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It can also be seen that u1 = 1
w1

. Using these facts in the relation of the sequence (uk), we get

uk =
mk(1− µ)k

qk−1
u1 −

mk−1(1− µ)k

qk−1
u0

=

(
1− µ
q

)k−1
(1− µ)(−mk−1u0 +mku1)

=
1

(w1w2)k−1
(1− µ)(−mk−1 +mk

1

w1
)

=
1

(w1w2)k−1
(1− µ)

(
−wk−11 + wk−12√

(1 + q)2 − 4q(1− µ)
+

wk1 − wk2√
(1 + q)2 − 4q(1− µ)

w−11

)
=

1

wk−11 wk−12

1− µ√
(1 + q)2 − 4q(1− µ)

(−wk−11 + wk−12 + wk−11 − wk2w−11 )

=
1

wk−11 wk−12

(
1

w1 − w2

)
wk−12

(
1− w2

w1

)
=

1

wk−11

1

w1

=
1

wk1

= uk1.

Finally, we obtained that the sequence (uk) = uk1, for all k ≥ 2. If we consider w1 = w2, i.e., for the case
(1 + q)2 = 4q(1− µ), we get the same result. Thus, it is clearly seen that the sequence u = (uk) ∈ l∗p,
since |u1| < 1. As a result, S1 ⊆ σp((∆2

q)
∗, lq).

Now, we consider µ /∈ S1, i.e.,

|2(1− µ)| ≥
∣∣∣(1 + q) +

√
(1 + q)2 − 4(1− µ)q

∣∣∣
=⇒

∣∣∣∣ 1

w1

∣∣∣∣ ≥ 1

=⇒ |w1| ≤ 1.

Here, we have to show that µ /∈ σp((∆2
q)
∗, lq). From equation (2), it is obtained that

uk+1

uk
=

(
1− µ
q

)(
mk

mk−1

)−u0 +
mk+1

mk
u1

−u0 +
mk

mk−1
u1

 .

Based on the roots w1 and w2, we will consider three cases.

Case 1: |w2| < |w1| ≤ 1.
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For this case, we get (1 + q)2 6= 4q(1− µ) and

lim
k→∞

mk

mk−1
= lim

k→∞

mk+1

mk
= lim

k→∞

wk+1
1 − wk+1

2

wk1 − wk2

= lim
k→∞

wk+1
1

[
1−

(
w2
w1

)k+1
]

wk1

[
1−

(
w2
w1

)k]
= w1.

Again, from equation (2), we get

uk =

(
1− µ
q

)k−1
(1− µ)(−mk−1u0 +mku1). (3)

If −u0+w1u1 = 0, then from equation (3), we find (uk) =
(
u0
wk1

)
, which doesn’t belong to lq as |w1| ≤ 1.

Otherwise,

lim
k→∞

∣∣∣∣uk+1

uk

∣∣∣∣q =
1

|w1|q|w2|q
|w1|q =

1

|w2|q
> 1.

Case 2: |w2| = |w1| < 1.
For this case, we get (1 + q)2 = 4q(1− µ) and, using the formula

mk =

(
2k

1 + q

)[
1 + q

2(1− µ)

]k
, for all k ≥ 1,

we get that

lim
k→∞

∣∣∣∣ mk

mk−1

∣∣∣∣q =

∣∣∣∣ 1 + q

2(1− µ)

∣∣∣∣q = |w1|q

which leads to

lim
k→∞

∣∣∣∣uk+1

uk

∣∣∣∣q =
1

|w1|q|w2|q
|w1|q =

1

|w2|q
> 1.

This implies that (uk) doesn’t belong to lq.

Case 3: |w1| = |w2| = 1.

For this case, we get (1 + q)2 = 4q(1 − µ) and
∣∣∣∣1 + q

2q

∣∣∣∣ = 1. Assume that µ ∈ σp((∆2
q)
∗, lq), then
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there exists θ 6= u ∈ lq. Now, rewriting equation (2), we get

uk =
mk(1− µ)k

qk−1
u1 −

mk−1(1− µ)k

qk−1
u0

=

(
2k
1+q

)(
1+q

2(1−µ)

)k
(1− µ)k

qk−1
u1 −

(
2(k−1)
1+q

)(
1+q

2(1−µ)

)k−1
(1− µ)k

qk−1
u0

=
k(1 + q)k−1

(2q)k−1
u1 −

(k − 1)
(
1+q
2

)k−2
(1− µ)

qk−1
u0

=
k(1 + q)k−1

(2q)k−1
u1 −

(k − 1)
(
1+q
2

)k−2
(1+q)2

4q

qk−1
u0

=
k(1 + q)k−1

(2q)k−1
u1 −

(k − 1)(1 + q)k

(2q)k
u0

=

(
1 + q

2q

)k−1 [
ku1 − (k − 1)

1 + q

2q
u0

]
.

Since limk→∞ uk = 0 =⇒ limk→∞

[
ku1 − (k − 1)1+q2q u0

]
= 0, and we must have u0 = u1 = 0.

Consequently, it implies u = θ, a contradiction. So, we get µ /∈ σp((∆2
q)
∗, lq). Thus, σp((∆2

q)
∗, lq) ⊆ S1,

and hence σp((∆2
q)
∗, lq) = S1.

Theorem 5. The residual spectrum:

σr(∆
2
q , lp) =

{
µ ∈ C : |2(1− µ)| <

∣∣∣(1 + q) +
√

(1 + q)2 − 4(1− µ)q
∣∣∣} .

Proof. From Lemma 2, we get σr(∆2
q , lp) = σp((∆

2
q)
∗, lq)\σp(∆2

q , lp). Now, applying the Theorems
2 and 4, we get the required result.

Theorem 6. The continuous spectrum:

σc(∆
2
q , lp) =

{
µ ∈ C : |2(1− µ)| =

∣∣∣(1 + q) +
√

(1 + q)2 − 4(1− µ)q
∣∣∣} .

Proof. We have σ(∆2
q , lp) = σp(∆

2
q , lp) ∪ σr(∆2

q , lp) ∪ σc(∆2
q , lp) and the corresponding sets are

pairwise disjoint. Now, applying Theorems 3, 4 and 5, we get the required result.

Theorem 7. P3σ(∆2
q , lp) = Q3σ(∆2

q , lp) = R3σ(∆2
q , lp) = φ.

Proof. From Table 1, we get σp(∆2
q , lp) = P3σ(∆2

q , lp) ∪ Q3σ(∆2
q , lp) ∪ R3σ(∆2

q , lp). Again, from
Theorem 2, we get σp(∆2

q , lp) = φ, and consequently we get the required result.

Theorem 8. The operator ∆2
q satisfies the following relations:

(a) Q2σ(∆2
q , lp) =

{
µ ∈ C : |2(1− µ)| =

∣∣∣(1 + q) +
√

(1 + q)2 − 4(1− µ)q
∣∣∣} ,

(b) R2σ(∆2
q , lp) ⊇

{
µ ∈ C : |2(1− µ)| <

∣∣∣(1 + q) +
√

(1 + q)2 − 4(1− µ)q
∣∣∣} \{1},

(c) R1σ(∆2
q , lp) ⊆ {1}.

Proof. We have from Table 1 that σc(∆2
q , lp) = Q2σ(∆2

q , lp). Now, using Theorem 6, we get the
result of (a).

Again, from Theorem 3, if for any µ ∈ σr(∆
2
q , lp)\{1} then the operator (∆2

q − µI)−1 /∈ ∆2
q(lp).

From this, we get σr(∆2
q , lp)\{1} ⊆ R2σ(∆2

q , co) and R1σ(∆2
q , lp) ⊆ {1}.
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Theorem 9. For the operator ∆2
q the following results hold.

(a) σap(∆2
q , lp) ⊇

{
µ ∈ C : |2(1− µ)| ≤

∣∣∣(1 + q) +
√

(1 + q)2 − 4(1− µ)q
∣∣∣} \{1},

(b) σap((∆2
q)
∗, l∗p) =

{
µ ∈ C : |2(1− µ)| ≤

∣∣∣(1 + q) +
√

(1 + q)2 − 4(1− µ)q
∣∣∣} ,

(c) σδ(∆2
q , lp) =

{
µ ∈ C : |2(1− µ)| ≤

∣∣∣(1 + q) +
√

(1 + q)2 − 4(1− µ)q
∣∣∣} ,

(d) δco(∆2
q , lp) =

{
µ ∈ C : |2(1− µ)| <

∣∣∣(1 + q) +
√

(1 + q)2 − 4(1− µ)q
∣∣∣} .

Proof. (a) From Table 1, we get

σap(∆
2
q , lp) = σ(∆2

q , lp)\R1σ(∆2
q , lp).

Now, applying the Theorems 3 and 8, we get the required result.
(b) The result in (b) is obtained from the relation (e) in Proposition 1.
(c) The result in (c) is obtained from the relation (b) in Proposition 1.
(d) The result in (d) is obtained from the relation (d) in Proposition 1.

4 Example

Taking particular values for q ∈ (0, 1), we construct some examples of spectrum of ∆2
q that are

given below.
(i) If q = 1

2 , then the spectrum of ∆2
1/2 is given by

σ(∆2
q , lp) =

{
µ ∈ C : |2(1− µ)| ≤

∣∣∣∣∣32 +

√
9

4
− 2(1− µ)

∣∣∣∣∣
}
.

(ii) If q = 1
4 , then the spectrum of ∆2

1/4 is given by

σ(∆2
q , lp) =

{
µ ∈ C : |2(1− µ)| ≤

∣∣∣∣∣54 +

√
25

16
− (1− µ)

∣∣∣∣∣
}
.

The graphical representation of the spectra for these examples is presented in Figures 1 and 2.

Figure 1. Spectrum of ∆2
1/2
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Figure 2. Spectrum of ∆2
1/4

Conclusion

In our study, we have determined the spectrum and fine spectrum of q−analog of second order
difference operator. This operator reduces to second order difference operator when q → 1. Like a
generalized difference operator, we have a generalized quantum difference operator. Spectral analysis
of generalized quantum difference operator can also be done in different sequence spaces.
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The goal of the current study is to investigate the complete lift of Lorentzian α-Sasakian manifolds to
the tangent bundle TM. We also examine the complete lift of the different four types of Lorentzian α-
Sasakian manifolds and find that (TM, gC) is an η-Einstein manifold in each instance. In order to show
that a Lorentzian α-Sasakian manifold exists on TM, a non-trivial example by means of partial differential
equations is built in the final section.
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Introduction

The geometry of trans-Sasakian manifolds received significant contributions from Blair and
Oubina [1]. An almost contact metric manifold (M, φ, ξ, η, g) with dim = (2n+ 1) was defined due to
Blair [2]. The geometry of the almost Hermitian manifold (M̄, J,G) helps to determine the geometry of
the almost contact metric manifold (M, φ, ξ, η, g), that offers various structures on M (Sasakian, quasi-
Sasakian, Kenmotsu, etc.) [1,3–6], where M̄ = M×R, J represents the almost complex structure and
G stands for the Hermitian metric. A structure (φ, ξ, η, g, α, β) on M is referred to as a trans-Sasakian
structure where α, β are smooth functions using the structure in the class W4 on (M̄, J,G). On the
nearly Hermitian manifold (M̄, J,G), sixteen different types of structures are known to exist [7].

It is noted that cosymplectic [2], β-Kenmotsu [6] and α-Sasakian [6] are trans-Sasakian structures
of type (0, 0), (0, β) and (α, 0) respectively. De and Tripathi [8] have explored trans-Sasakian mani-
folds and achieved outstanding findings. Lorentzian α-Sasakian manifolds were the subject of Yildiz
and Murathan’s research [9]. Yoldas developed a few classes of generalized recurrent α-cosymplectic
manifolds [10–12]. We cite [13,14] for additional research on the aforementioned subject.

Assuming that (M, g), n = dimM > 3 is connected semi Riemannian manifold of class C∞ and
represent by∇ its Levi-Civita connection. We write the Riemannian-Christoffel curvature tensor R, the
Weyl conformal curvature tensor C, the conharmonic curvature tensor K [13], the projective curvature
tensor P and the concircular curvature tensor C̃ of (M, g) by

R(s1, s2)s3 = ∇s1∇s2s3 −∇s2∇s1s3 −∇[s1,s2]s3,

C(s1, s2)s3 = R(s1, s2)s3

+
1

n− 2
[S(s1, s3)s2 − S(s2, s3)s1 + g(s1, s3)Qs2 − g(s2, s3)Qs1]

− τ

(n− 1)(n− 2)
[g(s1, s3)s2 − g(s2, s3)s1],

∗Corresponding author. E-mail: m.nazrul@qu.edu.sa
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K(s1, s2)s3 = R(s1, s2)s3

− 1

n− 2
[S(s2, s3)s1 − S(s1, s3)s2 + g(s2, s3)Qs1 − g(s1, s3)Qs2],

P (s1, s2)s3 = R(s1, s2)s3 −
1

n− 2
[g(s2, s3)Qs1 − g(s1, s3)Qs2],

C̃(s1, s2)s3 = R(s1, s2)s3 −
τ

n(n− 2)
[g(s1, s3)s2 − g(s2, s3)s1],

respectively. In this scenario, Q is the Ricci operator as defined by S(s1, s2) = g(Qs1, s2), s1, s2, s3 ∈
=1
0(M), S is the Ricci tensor and τ = tr(S) is the scalar curvature.
The fundamental characteristics of curvature tensors and the idea of the liftings of tensor fields

and connections to their tangent bundle was developed in [15]. In their study, Dida and Hathout [16]
looked into Ricci soliton structures on tangent bundles of Riemannian manifolds. Numerous scholars
have examined several connections and geometric structures on the tangent bundle and established
their fundamental geometric features [17–22].

These works serve as our inspiration as we investigate the complete lift of Lorentzian α-Sasakian
manifolds to tangent bundle TM. Additionally, we investigate the complete lift of φ-conformally flat,
φ-conharmonically flat, φ-projectively flat and φ-concircularly flat Lorentzian α-Sasakian manifolds
and derive (TM, gC) as an ηC-Einstein manifold in each instance where gC is the Lorentzian metric.

Notations. The notations below appear in several places throughout the text: Both =ba(M) and
=ba(TM) stand for the set of all tensor fields of type (a, b) [23, 24].

1 Preliminaries

If there is a (1, 1)-tensor field φ, a vector field ξ, a 1-form η, and a Lorentzian metric g that satisfy
∀s1, s2 ∈ =1

0(M) [1, 2, 8, 25]

η(ξ) = −1, (1)
φ2 = I + η ⊗ ξ, (2)

g(φs1, φs2) = g(s1, s2) + η(s1)η(s2), (3)
g(s1, ξ) = η(s1), (4)

φξ = 0, η(φs1) = 0,

then the differentiable manifold M is said to be a Lorentzian α-Sasakian manifold.
The following relationships are also true in a Lorentzian α-Sasakian manifold M [26–30]

∇s1ξ = −αφs1, (5)
(∇s1η)s2 = −αg(φs1, s2), (6)

and M becomes η-Einstein if its Ricci tensor S is given by

S(s1, s2) = ag(s1, s2) + bη(s1)η(s2), ∀s1, s2 ∈ =1
0(M), (7)

in above equations ∇ represents the covariant differentiation operator w.r.t. g and a, b are functions
on M.
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For curvature tensor R, we have [8]

R(ξ, s1)s2 = α2(g(s1, s2)ξ + η(s2)s1), (8)
R(s1, s2)ξ = α2(η(s2)s1 + η(s1)s2), (9)
R(ξ, s1)ξ = α2(η(s1)ξ + s1), (10)
S(s1, ξ) = (n− 1)α2η(s1), (11)

Qξ = (n− 1)α2ξ, (12)
S(ξ, ξ) = −(n− 1)α2, (13)

S(φs1, φs2) = S(s1, s2) + (n− 1)α2η(s1)η(s2), (14)

where Q stands for the Ricci operator with S(s1, s2) = g(Qs1, s2).

2 The complete lift from a Lorentzian α-Sasakian manifold to its tangent bundle

Let us consider a local coordinate system (xi), i = 1, ..., n on differentiable manifold M and let
(xi, yi), i = 1, ..., n be an induced local coordinate system on tangent bundle TM. If s1 = s1

i ∂
∂xi

is a
local vector field on M, then its vertical and complete lifts in the term of partial differential equations
are

s1
V = s1

i ∂

∂yi
,

s1
C = s1

i ∂

∂xi
+
∂s1

i

∂xj
yj

∂

∂yi
.

Let η, s1 and φ, respectively, represent 1-form, vector field, and a tensor field of type (1,1). Denote
the complete and vertical lifts of η, s1 and φ by ηC , s1C , φC and ηV , s1

V , φV , respectively. Then by
using mathematical operators on η, s1 and φ, we have [15,31]

ηV (s1
C) = ηC(s1

V ) = η(s1)
V , ηC(s1

C) = η(s1)
C ,

φV s1
C = (φs1)

V , φCs1
C = (φs1)

C ,

[s1, s2]
V = [s1

C , s2
V ] = [s1

V , s2
C ], [s1, s2]

C = [s1
C , s2

C ],

∇Cs1Cs2
C = (∇s1s2)C , ∇Cs1Cs2

V = (∇s1s2)V ,

∇C is used for the complete lift of ∇ on TM.
Using the complete lift on (1)–(7), we conclude

ηC(ξC) = ηV (ξV ) = 0, ηC(ξV ) = ηV (ξC) = −1, (15)
(φ2)C = I + ηC ⊗ ξV + ηV ⊗ ξC , (16)

gC((φs1)
C , (φs2)

C) = gC(s1
C , s2

C) + ηC(s1
C)ηV (s2

C)

+ ηV (s1
C)ηC(s2

C),

gC(s1
C , ξC) = ηC(s1

C),

φCξC = φV ξV = φCξV = φV ξC = 0, (17)
ηC(φs1)

C = ηV (φs1)
V = ηC(φs1)

V = ηV (φs1)
C = 0, (18)

∀s1C , s2C ∈ =1
0(TM), and

∇Cs1Cξ
C = −α(φs1)

C ,

(∇Cs1Cη
C)s2

C = −αgC((φs1)
C , s2

C).
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When the complete lift of Ricci tensor S holds for

SC(s1
C , s2

C) = agC(s1
C , s2

C) + b{ηC(s1
C)ηV (s2

C) + ηV (s1
C)ηC(s2

C)},

then the Lorentzian α-Sasakian manifold M on TM is thought to be ηC-Einstein.
Taking the complete lift on (8)–(14), we infer

RC(ξC , s1
C)s2

C = α2{gC(s1
C , s2

C)ξV + gC(s1
V , s2

C)ξV

− ηC(s2
C)s1

V + ηV (s2
C)s1

C},
RC(s1

C , s2
C)ξC = α2{ηC(s2

C)s1
V + ηV (s2

C)s1
C

− ηC(s1
C)s2

V + ηV (s1
C)s2

C},
RC(ξC , s1

C)ξC = α2{ηC(s1
C)ξV + ηV (s1

C)ξC + s1
C},

SC(s1
C , ξC) = (n− 1)α2ηC(s1

C),

(Qξ)C = (n− 1)α2ξC ,

SC(ξC , ξC) = −(n− 1)α2,

SC((φs1)
C , (φs2)

C) = SC(s1
C , s2

C) + (n− 1)α2{ηC(s1
C)ηV (s2

C)

+ ηV (s1
C)ηC(s2

C)},

where SC(s1
C , s2

C) = gC((Qs1)
C , s2

C) and S(s1
V , s2

C) = gC((Qs1)
V , s2

C).

3 Main Results

Definition 1. Consider a differentiable manifold (Mn, g) with n > 3. Then M is said to be
• φ-conformally flat if

φ2C(φs1, φs2)φs3 = 0, (19)

• φ-conharmonically flat if
φ2K(φs1, φs2)φs3 = 0,

• φ-projectively flat provided
φ2P (φs1, φs2)φs3 = 0,

• φ-concircularly flat if
φ2C̃(φs1, φs2)φs3 = 0.

Theorem 1. Let Mn be φ-conformally flat Lorentzian α-Sasakian manifold and denote by TM its
tangent bundle. Then (TM, gC) is an ηC-Einstein manifold, gC being the Lorentzian metric of TM.

Proof. For the given assumptions, we see that

φ2C(φs1, φs2)φs3 = 0⇐⇒ g(C(φs1, φs2)φs3, φs4) = 0, (20)

∀s1, s2, s3, s4 ∈ =1
0(M).

Complete lifts on (1) produce

CC(s1
C , s2

C)s3
C = RC(s1

C , s2
C)s3

C

+
1

n− 2
[SC(s1

C , s3
C)s2

V + SC(s1
V , s3

C)s2
C

− SC(s2
C , s3

C)s1
V − SC(s2

V , s3
C)s1

C

+ gC(s1
C , s3

C)(Qs2)
V + gC(s1

V , s3
C)(Qs2)

C

− gC(s2
C , s3

C)(Qs1)
V − gC(s2

V , s3
C)(Qs1)

C ]

− τ

(n− 1)(n− 2)
[gC(s1

C , s3
C)s2

V + gC(s1
V , s3

C)s2
C

− gC(s2
C , s3

C)s1
V − gC(s2

V , s3
C)s1

C ].
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In view of (20) and (21) φ-conformally flat means

(g(R(φs1, φs2)φs3, φs4))
C

=
1

n− 2
[gC((φs2)

C , (φs3)
C)SC((φs1)

V , (φs4)
C)

+ gC((φs2)
V , (φs3)

C)SC((φs1)
C , (φs4)

C)

− gC((φs1)
C , (φs3)

C)SC((φs2)
V , (φs4)

C)

− gC((φs1)
V , (φs3)

C)SC((φs2)
C , (φs4)

C)

+ SC((φs2)
C , (φs3)

C)gC((φs1)
V , (φs4)

C)

+ SC((φs2)
V , (φs3)

C)gC((φs1)
C , (φs4)

C)

− SC((φs1)
C , (φs3)

C)gC((φs2)
V , (φs4)

C)

− SC((φs1)
V , (φs3)

C)gC((φs2)
C , (φs4)

C)]

− τ

(n− 1)(n− 2)
[gC((φs2)

C , (φs3)
C)gC((φs1)

V , (φs4)
C)

+ gC((φs2)
V , (φs3)

C)gC((φs1)
C , (φs4)

C)

− gC((φs1)
C , (φs3)

C)gC((φs2)
V , (φs4)

C)

− gC((φs1)
V , (φs3)

C)gC((φs2)
C , (φs4)

C)]. (21)

Let {εi : i = 1, ..., n−1, ξ} represent a local orthonormal basis. Then {(φεi)C : i = 1, ..., n−1, (φξ)C}
is in TM.

Setting s1 = s4 = εi in (21) produces

n−1∑
i=1

g(R(φεi, φs2)φs3, φεi)

=
1

n− 2

n−1∑
i=1

[gC((φs2)
C , (φs3)

C)SC((φεi)
V , (φεi)

C)

+ gC((φs2)
V , (φs3)

C)SC((φεi)
C , (φεi)

C)

− gC((φεi)
C , (φs3)

C)SC((φs2)
V , (φεi)

C)

− gC((φεi)
V , (φs3)

C)SC((φs2)
C , (φεi)

C)

+ SC((φs2)
C , (φs3)

C)gC((φεi)
V , (φεi)

C)

+ SC((φs2)
V , (φs3)

C)gC((φεi)
C , (φεi)

C)

− SC((φεi)
C , (φs3)

C)gC((φs2)
V , (φεi)

C)

− SC((φεi)
V , (φs3)

C)gC((φs2)
C , (φεi)

C)]

− τ

(n− 1)(n− 2)

n−1∑
i=1

[gC((φs2)
C , (φs3)

C)gC((φεi)
V , (φεi)

C)

+ gC((φs2)
V , (φs3)

C)gC((φεi)
C , (φεi)

C)

− gC((φεi)
C , (φs3)

C)gC((φs2)
V , (φεi)

C)

− gC((φεi)
V , (φs3)

C)gC((φs2)
C , (φεi)

C)]. (22)

Mathematics Series. No. 2(118)/2025 141



M.N.I. Khan et al.

In view of (15), (16), (17), (18) and (19), we infer

n−1∑
i=1

(g(R(φεi, φs2)φs3, φεi))
C = SC((φs2)

C , (φs3)
C)

+ gC((φs2)
C , (φs3)

C), (23)
n−1∑
i=1

SC((φεi)
C , (φεi))

C = τ − (n− 1)α2, (24)

n−1∑
i=1

[gC((φεi)
C , (φs3)

C)SC((φs2)
V , (φεi)

C) + gC((φεi)
V , (φs3)

C)SC((φs2)
C , (φεi)

C)

= SC((φs2)
C , (φs3)

C) (25)
n−1∑
i=1

gC((φεi)
C , (φεi))

C = n− 1, (26)

and
n−1∑
i=1

[gC((φεi)
C , (φs3)

C)gC((φs2)
V , (φεi)

C) + gC((φεi)
V , (φs3)

C)gC((φs2)
C , (φεi)

C)

= gC((φs2)
C , (φs3)

C). (27)

Making use of (23)–(27) the equation (22) can be expressed as

SC((φs2)
C , (φs3)

C) = L1g
C((φs2)

C , (φs3)
C), (28)

where L1 = [ τ
n−1 − (n− 1)α2 − (n− 2)]. Using (17) and (19), the equation (28) becomes

SC(s2
C , s3

C) = L1g
C(s2

C , s3
C) + L1{ηC(s2

C)ηV (s3
C) + ηV (s2

C)ηC(s3
C)}.

Thus (TM, gC) is an ηC-Einstein manifold.

On the similar devices of Theorem 4.1 and using definition 1, we have

Theorem 2. Let Mn, (n > 3) be φ-conharmonically flat Lorentzian α-Sasakian manifold and TM
be its tangent bundle. Then (TM, gC) is an ηC-Einstein manifold.

Theorem 3. For any φ-projectively flat Lorentzian α-Sasakian manifold Mn (n > 3), (TM, gC) is
an ηC-Einstein manifold.

Theorem 4. For any φ-concircularly flat Lorentzian α-Sasakian manifold Mn (n > 3), (TM, gC) will
be an ηC-Einstein manifold.

4 Example

Assume a differentiable manifold M = {(u, v, w) : u, v, w ∈ <3, w > 0} and denote the L.I. vector
fields on M by ς1, ς2, ς3 given by [32]

ς1 = ς−w
∂

∂v
, ς2 = ς−w(

∂

∂u
+

∂

∂v
), ς3 = α

∂

∂w
= ξ.

Further for 1-form η on M, one can write

g(ς1, ς2) = g(ς1, ς3) = g(ς2, ς3) = 0, g(ς1, ς1) = g(ς2, ς2) = 1, g(ς3, ς3) = −1
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and
η(s3) = g(s3, ς3), s3 ∈ =1

0(M),

where g is the Lorentzian metric.
Suppose φ stands for (1, 1)-tensor field satisfying

φς1 = ς1, φς2 = ς2, φς3 = 0.

With the linearity of φ, one concludes η(ς3) = −1, φ2ζ3 = s3 + η(s3)ς3 and g(φs1, φs2) = g(s1, s2) +
+ η(s1)η(s2).

Thus, (for ς3 = ξ) M becomes Lorentzian almost paracontact metric manifold with Lorentzian
almost paracontact metric structure (φ, ξ, η, g) on M.

Also,
[ς1, ς2] = 0, [ς1, ς3] = ας1, [ς2, ς3] = ας2.

The Koszul’s formula is written as

2g(∇ς1ς2, s3) = Xg(s2, s3) + s2g(s3, s1)− ς3g(s1, s2)

− g(s1, [s2, s3]) + g(s2, [s3, s1]) + g(s3, [s1, s2]),

and we have [32]

∇ς1ς1 = ας3, ∇ς1ς3 = ας1, ∇ς2ς2 = ας3, ∇ς2ς3 = ας2, (29)
∇ς1ς2 = ∇ς3ς1 = ∇ς3ς2 = ∇ς2ς1 = ∇ς3ς3 = 0. (30)

We can easily verify that

∇s1ξ = −αφs1,
(∇s1η)s2 = −αg(φs1, s2).

Hence, M is a “Lorentzian α-Sasakian manifold”.
Let us denote the complete and vertical lifts of ς1, ς2, ς3 on TM by ςC1 , ςC2 , ςC3 and ςV1 , ςV2 , ςV3 . Further,

suppose that gC be the complete lift of a Riemannian metric g on TM holding

gC(s1
V , ςC3 ) = (gC(s1, ς3))

V = (η(s1))
V , (31)

gC(s1
C , ςC3 ) = (gC(s1, ς3))

C = (η(s1))
C ,

gC(ςC3 , ς
C
3 ) = −1, gV (s1

V , ςC3 ) = 0, gV (ςV3 , ς
V
3 ) = 0

and so on.
Consider the (1, 1)-tensor field φ and its complete and vertical lifts φC and φV by

φV (ςV1 ) = ςV1 , φC(ςC1 ) = ςC1 .

φV (ςV2 ) = ςV2 , φC(ςC2 ) = ςC2 ,

φV (ςV3 ) = φC(ςC3 ) = 0.

Above equation produces

(φ2X)C = s1
C + ηV (s1)ς

C
3 + ηC(s1)ς

V
3 , (32)

gC((φς1)
C , (φς2)

C) = gC(ςC1 , ς
C
2 ) + (η(ς1))

C(η(ς2))
V

+ (η(ς1))
V (η(ς2))

C .
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Thus, for ς3 = ξ in (31)–(32), the structure (φC , ξC , ηC , gC) is a Lorentzian almost paracontact
metric structure on TM.

The Koszul’s formula for ∇C can be viewed as

2gC(∇C
ςC1
ςC2 , s

C
3 ) = XCgC(sC2 , s

C
3 ) + sC2 g

C(sC3 , s
C
1 )− ςC3 gC(sC1 , s

C
2 )

− gC(sC1 , [s
C
2 , s

C
3 ]) + gC(sC2 , [s

C
3 , s

C
1 ]) + gC(sC3 , [s

C
1 , s

C
2 ]).

Taking the complete lift on (29) and (30), we conclude

∇C
ςC1
ςC1 = αςC3 , ∇CςC1 ς

C
3 = αςC1 , ∇CςC2 ς

C
2 = αςC3 , ∇CςC2 ς

C
3 = αςC2 ,

∇C
ςC1
ςC2 = ∇C

ςC3
ςC1 = ∇C

ςC3
ςC2 = ∇C

ςC2
ςC1 = ∇C

ςC3
ςC3 = 0.

We can easily verify that

∇C
sC1
ξC = −αφCsC1 ,

(∇C
sC1
ηC)sC2 = −αgC((φs1)

C , sC2 ).

Hence, (φC , ξC , ηC , gC ,TM) is a Lorentzian α-Sasakian manifold.
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In this study, motivated by recent results on Ostrowski-type inequalities, we introduce a new identity that
serves as a basis for establishing fractional Ostrowski inequalities. Specifically, we focus on functions whose
modulus of the first derivatives are gMT -convex and gβ-convex. This approach allows us to extend classical
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Introduction

The Ostrowski inequality (see [1]), can be stated as follows:

Theorem 1. Let ε : I→ R, be a differentiable mapping with bounded first derivatives, then∣∣∣∣∣∣ε(x)− 1
k−r

k∫
r

ε(u)du

∣∣∣∣∣∣ ≤M(k − r)
[

1
4 +

(x− r+k
2

)2

(k−r)2

]
(1)

holds, where r, k ∈ I with r < k.

In recent years, such inequalities were studied extensively by many researchers. Regarding some
papers with closed relationship with inequality (1) we refer readers to [2–16], and references cited
therein.

In [17], Liu used the so-calledMT -convex function defined by Tunç [18,19] and derived the following
fractional Ostrowski type inequalities:

Definition 1. [18, 19] Let the function ε : I ⊆ R+ → R, if for all η, µ ∈ I and t ∈ [0, 1]

ε(tη + (1− t)µ) ≤
√
t

2
√

1−tε(η) +
√

1−t
2
√
t
ε(µ) (2)

holds, then ε is said an MT -convex. If (2) holds in the opposite sense, then ε is said MT -concave.

Theorem 2. [17] Let the differentiable function ε : [r, k]→ R with ε′ ∈ L1 [r, k]. If |ε′| isMT -convex
on [r, k], where α > 0, 0 ≤ r < k and for x ∈ [r, k] : |ε′(x)| ≤M, then we have∣∣∣ (x−r)α+(k−x)α

k−r ε(x)− Γ(α+1)
k−r [Jαx−ε(r) + Jαx+ε(k)]

∣∣∣
≤MΓ(α+ 1

2
)Γ( 1

2
)

2Γ(α+1)
(x−r)α+1+(k−x)α+1

k−r .
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Theorem 3. [17] Let the differentiable function ε : [r, k] → R with ε′ ∈ L1 [r, k]. If |ε′|q is MT -
convex on [r, k], where α > 0, q > 1 with 1

p + 1
q = 1, 0 ≤ r < k and for x ∈ [r, k] : |ε′(x)| ≤ M, then

we have ∣∣∣ (x−r)α+(k−x)α

k−r ε(x)− Γ(α+1)
k−r [Jαx−ε(r) + Jαx+ε(k)]

∣∣∣
≤ M

(1+pα)
1
p

(π2 )
1
q

(x−r)α+1+(k−x)α+1

k−r .

Theorem 4. [17] Let the differentiable function ε : [r, k]→ R with ε′ ∈ L1 [r, k]. If |ε′|q isMT -convex
on [r, k], where α > 0, q > 1, 0 ≤ r < k and for x ∈ [r, k] : |ε′(x)| ≤M, then we have∣∣∣ (x−r)α+(k−x)α

k−r ε(x)− Γ(α+1)
k−r [Jαx−ε(r) + Jαx+ε(k)]

∣∣∣
≤ M

(1+α)
1− 1

q

(
Γ(α+ 1

2
)Γ( 1

2
)

2Γ(α+1)

) 1
q (x−r)α+1+(k−x)α+1

k−r .

The concept of convex functions and sets are extended to the new class of g-convex function and
g-convex sets (see [20]). This class is more general and plays an important role in nonlinear programming
problems and optimization theory in which the constraint set the objective function are g-convex.

The objective of this research is to use extended Riemann-Liouville fractional integrals to construct
new Ostrowski inequalities for functions whose absolute value of first derivatives is gMT - and gβ-convex.
These results generalize those of [8] and give fresh estimates of this kind of disparity.

1 Preliminaries

The following section is devoted to some definitions and remarks.

Definition 2. [21] Let ε : I→ R, if for all η, µ ∈ I and $ ∈ [0, 1]

ε($η + (1−$)µ) ≤ $ε(η) + (1−$)ε(µ)

holds, then ε is called a convex function.

Definition 3. [22] Let ε : I→ R, if for all η, µ ∈ I and $ ∈ [0, 1]

ε($η + (1−$)µ) ≤ ε(η) + ε(µ)

holds, then ε is an P -convex function.

Definition 4. [23] Let ε : I→ R be a nonnegative function, if for all η, µ ∈ I, some fixed s ∈ (0, 1]
and $ ∈ [0, 1]

ε($η + (1−$)µ) ≤ $sε(η) + (1−$)sε(µ)

holds, then ε is an s-convex function.

Definition 5. [24] Let ε : I→ R be a nonnegative function, if for all η, µ ∈ I and $ ∈ (0, 1)

ε($η + (1−$)µ) ≤ $(1−$)[ε(η) + ε(µ)]

holds, then ε is a tgs-convex function.

Definition 6. [25] Let ε : I→ R, if for all η, µ ∈ I, p, q > −1 and $ ∈ (0, 1)

ε($η + (1−$)µ) ≤ $p(1−$)qε(η) +$q(1−$)pε(µ)

holds, then ε is an β-convex function.
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Remark 1. For (p, q) ∈ {(0, 0), (s, 0), (1, 1), (1, 0)}, Definition 6, recapture the P -convexity,
s-convexity, tgs-convexity and classical convexity, respectively.

Definition 7. [20] We say that a set Kg ⊆ Rn is g-convex, if there exists a function g : Rn → Rn
and

$g(η) + (1−$)g(µ) ∈ Kg

holds ∀ η, µ ∈ Rn : g(η), g(µ) ∈ Kg and $ ∈ [0, 1].

Definition 8. [20] Let ε : Rn → R, if there exists a function g : Rn → Rn and for all η, µ ∈ Rn : g(η),
g(µ) ∈ Kg and $ ∈ [0, 1]

ε($g(η) + (1−$)g(y)) ≤ $ε(g(η)) + (1−$)ε(g(µ))

holds, then ε is an g-convex on Kg.

Remark 2. Every convex function ε on a convex set Kg is a g-convex function, where g is the
identity map. However, the converse is not true.

Example 1. Let Kg ⊂ R2 be given as

Kg =
{

(η, µ) ∈ R2 : (η, µ) = α1(0, 0) + α2(0, 3) + α3(2, 1)
}

with αi > 0,
3∑
i=1

αi = 1, and define a mapping g : R2 → R2 as g(η, µ) = (0, µ).

The function ε : R2 → R defined by

ε(η, µ) =

{
η3, if µ < 1,
ηµ3, if µ ≥ 1

is g-convex on Kg but is not convex.

In [26], Sarikaya defined the so-called gh-convex functions which are a generalization of the afore-
mentioned convex functions.

Definition 9. [26] Let the functions h : (0; 1) → (0; 1), g : Rn → Rn and ε : I ⊂ R → [0,+∞). If
for all η, µ ∈ Rn : g(η), g(µ) ∈ Kg and $ ∈ [0, 1]

ε($g(η) + (1−$)g(µ)) ≤ h ($) ε(g(η)) + h(1−$)ε(g(µ))

holds, then ε is a gh-convex function.

Among the subclasses of Definition 9 we mention the classes of gMT - and gβ-convex functions as
follows:

Definition 10. Let ε : Kg ⊆ R+ → R be a nonnegative and g : R → R, if for all η, µ ∈ R :
g(η), g(µ) ∈ Kg, and $ ∈ (0, 1)

ε($g(η) + (1−$)g(µ)) ≤
√
$

2
√

1−$ε(g(η)) +
√

1−$
2
√
$
ε(g(µ))

holds, then ε is a gMT -convex function.

Definition 11. Let ε : Kg ⊆ R+ → R be a nonnegative and g : R → R, if for all η, µ ∈ R :
g(η), g(µ) ∈ Kg, p, q > −1 and $ ∈ (0, 1)

ε($g(η) + (1−$)g(µ)) ≤ $p(1−$)qε(g(η)) +$q(1−$)pε(g(µ))

holds, then ε is a gβ-convex function.
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Definition 12. [27–29] The Riemann-Liouville integrals Iαη+ε and Iαµ− ε of order α > 0 with η ≥ 0

where ε ∈ L1 [η, µ] are defined by

Iαη+ε(x) = 1
Γ(α)

x∫
η

(x−$)α−1ε($)d$, x > η, (3)

and

Iαµ−ε(x) = 1
Γ(α)

µ∫
x

($ − x)α−1ε($)d$, x < µ, (4)

respectively, where Γ(α) =
∞∫
0

e−$$α−1d$, α > 0 is the gamma function. Here I0
η+ε(x) = I0

µ−ε(x) = ε(x).

For α = 1, (3) and (4) recapture the classical integral.

Definition 13. [30] The left- and right-sided generalized Riemann-Liouville fractional integrals of
order α > 0, where ε ∈ L1 [g(η), g(µ)], with g(η) < g(µ), are given by

Iαg(η)+ε(x) = 1
Γ(α)

x∫
g(η)

(x−$)α−1ε($)d$, 0 ≤ g(η) < x < g(µ), (5)

and

Iαg(µ)−ε(x) = 1
Γ(α)

g(µ)∫
x

($ − x)α−1ε($)d$, 0 ≤ g(η) < x < g(µ). (6)

It is clear from (5) and (6) that Iαg(η)+ε(g(η)) = 0 and Iαg(µ)−ε(g(µ)) = 0.

2 Main results

Throughout this paper Kg = [g(r), g(k)], g(r) < g(k).

2.1 Ostrowski type fractional integral inequalities for gMT -convex functions

Lemma 1. Let ε : [g(r), g(k)] → R be a differentiable function on (g(r), g(k)) with g(r) < g(k),
where g : R → R is a mapping satisfying for all x ∈ (r, k) : g(r) < g(x) < g(k). If ε′ ∈ L1 [g(r), g(k)],
then for all x ∈ [r, k] such that g(x) ∈ [g(r), g(k)], and α > 0, then

(g(x)−g(r))α+(g(k)−g(x))α

k−r ε(g(x))− Γ(α+1)
k−r

[
Iαg(x)−ε(g(r)) + Iαg(x)+ε(g(k))

]
= (g(x)−g(r))α+1

k−r

1∫
0

$αε′ ($g(x) + (1−$)g(r)) d$

− (g(k)−g(x))α+1

k−r

1∫
0

$αε′ ($g(x) + (1−$)g(k))d$. (7)
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Proof. Integrating by parts, it yields

I1 =

1∫
0

$αε′ ($g(x) + (1−$)g(r))d$

= ε(g(x))
g(x)−g(r) −

α
g(x)−g(r)

1∫
0

$α−1ε ($g(x) + (1−$)g(r))d$,

with the change of variable u = $g(x) + (1−$)g(r), it follows that

I1 = ε(g(x))
g(x)−g(r) −

Γ(α+1)

(g(x)−g(r))α+1
1

Γ(α)

g(x)∫
g(r)

(u− g(r))α−1ε(u)du

= ε(g(x))
g(x)−g(r) −

Γ(α+1)

(g(x)−g(r))α+1 I
α
g(x)−ε(g(r)).

Similarly, we obtain

I2 =

1∫
0

$αε′ ($g(x) + (1−$)g(k))d$ = ε(g(x))
g(x)−g(k) + Γ(α+1)

(g(k)−g(x))α+1 I
α
g(x)+ε(g(k)).

Multiplying I1 by (g(x)−g(r))α+1

k−r , and I2 by (g(k)−g(x))α+1

k−r , we have

(g(x)−g(r))α+1

k−r

1∫
0

$αε′ ($g(x) + (1−$)g(r)) d$

= (g(x)−g(r))α
k−r ε(g(x))− Γ(α+1)

k−r Iαg(x)−ε(g(r)) (8)

and

(g(k)−g(x))α+1

k−r

1∫
0

$αε′ ($g(x) + (1−$)g(k)) dt

=− (g(k)−g(x))α

k−r ε(g(x)) + Γ(α+1)
k−r Iαg(x)+ε(g(k)). (9)

Subtracting (9) from (8), we get (7).

Remark 3. Lemma 1 gives Lemma 1 from [4], for g(x) = x.

Theorem 5. Let ε : Kg ⊂ R+ → R be a differentiable mapping on K◦g such that ε′ ∈ L1 [g(r), g(k)].
If |ε′| is gMT -convex function with respect to g where g : R → R is a mapping satisfying
g(r) < g(x) < g(k) for all x ∈ (r, k) and |ε′(z)| ≤M, z ∈ Kg, then∣∣∣ (g(x)−g(r))α+(g(k)−g(x))α

k−r ε(g(x))− Γ(α+1)
k−r

[
Iαg(x)−ε(g(r)) + Iαg(x)+ε(g(k))

]∣∣∣
≤Γ(α+ 1

2)
2Γ(α+1)

((g(x)−g(r))α+1+(g(k)−g(x))α+1)
√
π

k−r M

holds for all x ∈ [r, k] with g(x) ∈ Kg and α > 0 and Γ is the gamma function.
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Proof. By Lemma 1 and modulus, we have∣∣∣ (g(x)−g(r))α+(g(k)−g(x))α

k−r ε(g(x))− Γ(α+1)
k−r

[
Iαg(x)−ε(g(r)) + Iαg(x)+ε(g(k))

]∣∣∣
≤ (g(x)−g(r))α+1

k−r

1∫
0

$α
∣∣ε′ ($g(x) + (1−$)g(r))

∣∣ d$
+ (g(k)−g(x))α+1

k−r

1∫
0

$α
∣∣ε′ ($g(x) + (1−$)g(k))

∣∣ d$.
Since |ε′| is gMT -convex with respect to the function g, and taking into account that |ε′(x)| ≤ M,
Γ
(

1
2

)
=
√
π, we obtain∣∣∣ (g(x)−g(r))α+(g(k)−g(x))α

k−r ε(g(x))− Γ(α+1)
k−r

[
Iαg(x)−ε(g(r)) + Iαg(x)+ε(g(k))

]∣∣∣
≤ (g(x)−g(r))α+1

k−r

1∫
0

$α
( √

$

2
√

1−$

∣∣ε′(g(x))
∣∣+

√
1−$

2
√
$

∣∣ε′(g(r))
∣∣) d$

+ (g(k)−g(x))α+1

k−r

1∫
0

$α
( √

$

2
√

1−$

∣∣ε′(g(x))
∣∣+

√
1−$

2
√
$

∣∣ε′(g(k))
∣∣) d$

≤M(g(x)−g(r))α+1

2(k−r)

1∫
0

(
$α+ 1

2 (1−$)
−1
2 +$α− 1

2 (1−$)
1
2

)
d$

+ M(g(k)−g(x))α+1

2(k−r)

1∫
0

(
$α+ 1

2 (1−$)
−1
2 +$α− 1

2 (1−$)
1
2

)
d$

=
((g(x)−g(r))α+1+(g(k)−g(x))α+1)

2(k−r)
(
β(α+ 3

2 ,
1
2) + β(α+ 1

2 ,
3
2)
)
M

=
((g(x)−g(r))α+1+(g(k)−g(x))α+1)

√
π

2(k−r)
Γ(α+ 1

2)
Γ(α+1) M,

where β is the beta function, defined by: β(x, y) =
1∫
0

$x−1(1−$)y−1d$ = Γ(x)Γ(y)
Γ(x+y) , x > 0, y > 0.

Remark 4. For g(x) = x, Theorem 5 becomes Theorem 2.

Theorem 6. Let the differentiable mapping ε : Kg ⊂ R+ → R with ε′ ∈ L1 [g(r), g(k)]. If |ε′|q is
gMT -convex function with respect to g, where g : R → R is a mapping satisfying g(r) < g(x) < g(k)
and |ε′(z)| ≤M, z ∈ Kg, then∣∣∣ (g(x)−g(r))α+(g(k)−g(x))α

k−r ε(g(x))− Γ(α+1)
k−r

[
Iαg(x)−ε(g(r)) + Iαg(x)+ε(g(k))

]∣∣∣
≤
(

1
1+αp

) 1
p (π

2

) 1
q (g(x)−g(r))α+1+(g(k)−g(x))α+1

k−r M

holds for all x ∈ [r, k] , p, q > 1 with 1
p + 1

q = 1 and α > 0.
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Proof. By Lemma 1 and Hölder’s inequality, we obtain∣∣∣ (g(x)−g(r))α+(g(k)−g(x))α

k−r ε(g(x))− Γ(α+1)
k−r

[
Iαg(x)−ε(g(r)) + Iαg(x)+ε(g(k))

]∣∣∣
≤ (g(x)−g(r))α+1

k−r

1∫
0

$α
∣∣ε′ ($g(x) + (1−$)g(r))

∣∣ d$
+ (g(k)−g(x))α+1

k−r

1∫
0

$α
∣∣ε′ ($g(x) + (1−$)g(k))

∣∣ d$
≤ (g(x)−g(r))α+1

k−r

 1∫
0

$αpd$


1
p
 1∫

0

∣∣ε′ ($g(x) + (1−$)g(r))
∣∣q d$


1
q

+ (g(k)−g(x))α+1

k−r

 1∫
0

$αpd$


1
p
 1∫

0

∣∣ε′ ($g(x) + (1−$)g(k))
∣∣q d$


1
q

= (g(x)−g(r))α+1

k−r

(
1

1+αp

) 1
p

 1∫
0

∣∣ε′ ($g(x) + (1−$)g(r))
∣∣q d$


1
q

+ (g(k)−g(x))α+1

k−r

(
1

1+αp

) 1
p

 1∫
0

∣∣ε′ ($g(x) + (1−$)g(k))
∣∣q d$


1
q

. (10)

Since |ε′|q is gMT -convex with respect to g and |ε′(x)| ≤M , we have

1∫
0

∣∣ε′ ($g(x) + (1−$)g(r))
∣∣q d$ ≤ 1∫

0

( √
$

2
√

1−$

∣∣ε′(g(x))
∣∣q +

√
1−$

2
√
$

∣∣ε′(g(r))
∣∣q) d$

≤M q

1∫
0

( √
$

2
√

1−$ +
√

1−$
2
√
$

)
d$ = π

2M
q. (11)

From (10) and (11), we get the result.

Remark 5. For g(x) = x, Theorem 6 will be reduced to Theorem 3.

Theorem 7. Let the differentiable mapping ε : Kg ⊂ R+ → R with ε′ ∈ L1 [g(r), g(k)]. If |ε′|q is
gMT -convex function with respect to g, where g : R → R is a mapping satisfying g(r) < g(x) < g(k)
for all x ∈ (r, k) , q ≥ 1, and |ε′(z)| ≤M, z ∈ Kg, then∣∣∣ (g(x)−g(r))α+(g(k)−g(x))α

k−r ε(g(x))− Γ(α+1)
k−r

[
Iαg(x)−ε(g(r)) + Iαg(x)+ε(g(k))

]∣∣∣
≤
(

(1+α)Γ(α+ 1
2

)

2Γ(α+1)

√
π
) 1
q (g(x)−g(r))α+1+(g(k)−g(x))α+1

(1+α)(k−r) M

holds for all x ∈ [r, k] with g(x) ∈ Kg and α > 0, where Γ is the gamma function.
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Proof. By the identity of Lemma 1, modulus and the so-called power mean inequality, it yields∣∣∣ (g(x)−g(r))α+(g(k)−g(x))α

k−r ε(g(x))− Γ(α+1)
k−r

[
Iαg(x)−ε(g(r)) + Iαg(x)+ε(g(k))

]∣∣∣
≤ (g(x)−g(r))α+1

k−r

1∫
0

$α
∣∣ε′ ($g(x) + (1−$)g(r))

∣∣ d$
+ (g(k)−g(x))α+1

k−r

1∫
0

$α
∣∣ε′ ($g(x) + (1−$)g(k))

∣∣ d$
≤ (g(x)−g(r))α+1

k−r

 1∫
0

$αd$

1− 1
q
 1∫

0

$α
∣∣ε′ ($g(x) + (1−$)g(r))

∣∣q dt


1
q

+ (g(k)−g(x))α+1

k−r

 1∫
0

$αd$

1− 1
q
 1∫

0

$α
∣∣ε′ ($g(x) + (1−$)g(k))

∣∣q dt


1
.q

= (g(x)−g(r))α+1

k−r
1

(1+α)
1− 1

q

 1∫
0

$α
∣∣ε′ ($g(x) + (1−$)g(r))

∣∣q d$


1
q

+ (g(k)−g(x))α+1

k−r
1

(1+α)
1− 1

q

 1∫
0

$α
∣∣ε′ ($g(x) + (1−$)g(k))

∣∣q d$


1
.q

. (12)

Since |ε′|q is gMT -convex with respect to a function g, and |ε′(x)| ≤M , we get

1∫
0

$α
∣∣ε′ ($g(x) + (1−$)g(r))

∣∣q d$
≤

1∫
0

(
$α
√
$

2
√

1−$

∣∣ε′(g(x))
∣∣q + $α

√
1−$

2
√
$

∣∣ε′(g(r))
∣∣q) d$

≤M q

1∫
0

(
$α
√
$

2
√

1−$ + $α
√

1−$
2
√
$

)
d$

=1
2M

q

1∫
0

(
$α+ 1

2 (1−$)−
1
2 +$α− 1

2 (1−$)
1
2

)
d$

=M q
(

Γ(α+ 3
2

)Γ( 1
2

)

2Γ(α+2) +
Γ(α+ 1

2
)Γ( 3

2
)

2Γ(α+2)

)
=M q

(
(α+ 1

2) + 3
2

) Γ(α+ 1
2

)Γ( 1
2

)

2Γ(α+2) =
Γ(α+ 1

2
)Γ( 1

2
)

2Γ(α+1) M q (13)

and
1∫

0

$α
∣∣ε′ ($g(x) + (1−$)k)

∣∣q d$ ≤M q Γ(α+ 1
2

)Γ( 1
2

)

2Γ(α+1) . (14)

From (12)–(14), we get the result.
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Remark 6. For g(x) = x, Theorem 7 will be reduced to Theorem 4.

2.2 Fractional Ostrowski’s inequalities for gβ-convexity

Theorem 8. Let the differentiable mapping ε : Kg ⊂ R+ → R with ε
′ ∈ L1 [g(r), g(k)]. If |ε′| is

gβ-convex function with respect to g where g : R → R is a mapping satisfying for all x ∈ (r, k) :
g(r) < g(x) < g(k) and |ε′(z)| ≤M, z ∈ Kg, then∣∣∣ (g(x)−g(r))α+(g(k)−g(x))α

k−r ε(g(x))− Γ(α+1)
k−r

[
Iαg(x)−ε(g(r)) + Iαg(x)+ε(g(k))

]∣∣∣
≤Γ(α+p+1)Γ(q+1)+Γ(α+q+1)Γ(p+1)

Γ(α+p+q+2)

(
(g(x)−g(r))α+1+(g(k)−g(x))α+1

k−r

)
M (15)

holds for all x ∈ [r, k] with g(x) ∈ Kg and α > 0, p, q > −1 and Γ is the gamma function.

Proof. Using Lemma 1 and modulus, we get∣∣∣ (g(x)−g(r))α+(g(k)−g(x))α

k−r ε(g(x))− Γ(α+1)
k−r

[
Iαg(x)−ε(g(r)) + Iαg(x)+ε(g(k))

]∣∣∣
≤ (g(x)−g(r))α+1

k−r

1∫
0

$α
∣∣ε′ ($g(x) + (1−$)g(r))

∣∣ d$
+ (g(k)−g(x))α+1

k−r

1∫
0

$α
∣∣ε′ ($g(x) + (1−$)g(k))

∣∣ d$.
The fact that |ε′| is gβ-convex with respect to g and |ε′(x)| ≤M , gives∣∣∣ (g(x)−g(r))α+(g(k)−g(x))α

k−r ε(g(x))− Γ(α+1)
k−r

[
Iαg(x)−ε(g(r)) + Iαg(x)+ε(g(k))

]∣∣∣
≤ (g(x)−g(r))α+1

k−r

1∫
0

$α
[
$p(1−$)q

∣∣ε′(g(x))
∣∣+$q(1−$)p

∣∣ε′(g(r))
∣∣] d$

+ (g(k)−g(x))α+1

k−r

1∫
0

$α
[
$p(1−$)q

∣∣ε′(g(x))
∣∣+$q(1−$)p

∣∣ε′(g(k))
∣∣] d$

≤M(g(x)−g(r))α+1

k−r

1∫
0

[
$α+p(1−$)q +$α+q(1−$)p

]
d$

+ M(g(k)−g(x))α+1

k−r

1∫
0

[
$α+p(1−$)q +$α+q(1−$)p

]
d$

= (β(α+ p+ 1, q + 1) + β(α+ q + 1, p+ 1))
(

(g(x)−g(r))α+1+(g(k)−g(x))α+1

k−r

)
M

=Γ(α+p+1)Γ(q+1)+Γ(α+q+1)Γ(p+1)
Γ(α+p+q+2)

(
(g(x)−g(r))α+1+(g(k)−g(x))α+1

k−r

)
M.

The proof is completed.

Corollary 1. In (15), if we choose g(x) = x, i.e., |ε′| is β-convex, we get∣∣∣ (x−r)α+(k−x)α

k−r ε(x)− Γ(α+1)
k−r [Iαx−ε(r) + Iαx+ε(k)]

∣∣∣
≤Γ(α+p+1)Γ(q+1)+Γ(α+q+1)Γ(p+1)

Γ(α+p+q+2)

(
(x−r)α+1+(k−x)α+1

k−r

)
M.
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We now give some special cases which can be derived from the preceding corollary.

Corollary 2. In Corollary 1, taking p = q = 0, we get

∣∣∣ (x−r)α+(k−x)α

k−r ε(x)− Γ(α+1)
k−r [Iαx−ε(r) + Iαx+ε(k)]

∣∣∣
≤2((x−r)α+1+(k−x)α+1)

(α+1)(k−r) M.

Corollary 3. In Corollary 1, taking p = s, q = 0, we get

∣∣∣ (x−r)α+(k−x)α

k−r ε(x)− Γ(α+1)
k−r [Iαx−ε(r) + Iαx+ε(k)]

∣∣∣
≤Γ(α+s+1)+Γ(α+1)Γ(s+1)

Γ(α+s+2)

(
(x−r)α+1+(k−x)α+1

k−r

)
M.

Corollary 4. In Corollary 1, taking p = q = 1, we get

∣∣∣ (x−r)α+(k−x)α

k−r ε(x)− Γ(α+1)
k−r [Iαx−ε(r) + Iαx+ε(k)]

∣∣∣
≤2((x−r)α+1+(k−x)α+1)

(α+3)(α+2)(k−r) M.

Corollary 5. For x = r+k
2 Corollary 1 gives the following midpoint inequality:

∣∣∣ε( r+k2 )− 2α−1Γ(α+1)
(k−r)α

[
Iα

( r+k
2

)−
ε(r) + Iα

( r+k
2

)+
ε(k)

]∣∣∣
≤
(

Γ(α+p+1)Γ(q+1)+Γ(α+q+1)Γ(p+1)
Γ(α+p+q+2)

)
(k−r)M

2 .

Theorem 9. Let the differentiable mapping ε : Kg ⊂ R+ → R with ε
′ ∈ L1 [g(r), g(k)]. If |ε′|µ

is gβ-convex function with respect to g, where g : R → R is a mapping satisfying for all x ∈ (r, k) :
g(r) < g(x) < g(k) and |ε′(z)| ≤M, z ∈ Kg, then

∣∣∣ (g(x)−g(r))α+(g(k)−g(x))α

k−r ε(g(x))− Γ(α+1)
k−r

[
Iαg(x)−ε(g(r)) + Iαg(x)+ε(g(k))

]∣∣∣
≤
(

1
αλ+1

) 1
λ
(

2Γ(p+1)Γ(q+1)
Γ(p+q+2)

) 1
µ
(

(g(x)−g(r))α+1+(g(k)−g(x))α+1

k−r

)
M (16)

holds for all x ∈ [r, k] with g(x) ∈ Kg and α > 0, p, q > −1, λ, µ > 1 with 1
λ + 1

µ = 1, where Γ is the
gamma function.
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Proof. By Lemma 1, modulus and Hölder’s inequality, we have∣∣∣ (g(x)−g(r))α+(g(k)−g(x))α

k−r ε(g(x))− Γ(α+1)
k−r

[
Iαg(x)−ε(g(r)) + Iαg(x)+ε(g(k))

]∣∣∣
≤ (g(x)−g(r))α+1

k−r

1∫
0

$α
∣∣ε′ ($g(x) + (1−$)g(r))

∣∣ d$
+ (g(k)−g(x))α+1

k−r

1∫
0

$α
∣∣ε′ ($g(x) + (1−$)g(k))

∣∣ d$
≤ (g(x)−g(r))α+1

k−r

 1∫
0

$αλd$


1
λ
 1∫

0

∣∣ε′ ($g(x) + (1−$)g(r))
∣∣µ d$


1
µ

+ (g(k)−g(x))α+1

k−r

 1∫
0

$αλd$


1
λ
 1∫

0

∣∣ε′ ($g(x) + (1−$)g(k))
∣∣µ d$


1
µ

= (g(x)−g(r))α+1

k−r

(
1

αλ+1

) 1
λ

 1∫
0

∣∣ε′ ($g(x) + (1−$)g(r))
∣∣µ d$


1
µ

+ (g(k)−g(x))α+1

k−r

(
1

αλ+1

) 1
λ

 1∫
0

∣∣ε′ ($g(x) + (1−$)g(k))
∣∣µ d$


1
µ

. (17)

Since |ε′|µ is gβ-convex with respect to a function g, and |ε′(x)| ≤M , we get

1∫
0

∣∣ε′ ($g(x) + (1−$)g(r))
∣∣µ d$

≤
1∫
0

[
$p(1−$)q

∣∣ε′(g(x))
∣∣µ +$q(1−$)p

∣∣ε′(g(r))
∣∣µ] d$

≤Mµ

1∫
0

[$p(1−$)q +$q(1−$)p] d$

=2Mµβ(p+ 1, q + 1) = 2Mµ Γ(p+1)Γ(q+1)
Γ(p+q+2) . (18)

From (17) and (18), we get the result.

Corollary 6. In (16), if we choose g(x) = x, i.e. |ε′|µ is β-convex, we have∣∣∣ (x−r)α+(k−x)α

k−r ε(x)− Γ(α+1)
k−r [Iαx−ε(r) + Iαx+ε(k)]

∣∣∣
≤
(

2Γ(p+1)Γ(q+1)
Γ(p+q+2)

) 1
µ
(

1
αλ+1

) 1
λ
(

(x−r)α+1+(k−x)α+1

k−r

)
M.

Some particular situations that may be derived from the earlier corollary are given below.
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Corollary 7. In Corollary 6, taking p = q = 0, we get

∣∣∣ (x−r)α+(k−x)α

k−r ε(x)− Γ(α+1)
k−r [Iαx−ε(r) + Iαx+ε(k)]

∣∣∣
≤2

1
µ

(
1

αλ+1

) 1
λ
(

(x−r)α+1+(k−x)α+1

k−r

)
M.

Corollary 8. In Corollary 6, taking p = s, q = 0, we get

∣∣∣ (x−r)α+(k−x)α

k−r ε(x)− Γ(α+1)
k−r [Iαx−ε(r) + Iαx+ε(k)]

∣∣∣
≤
(

2
s+1

) 1
µ
(

1
αλ+1

) 1
λ
(

(x−r)α+1+(k−x)α+1

k−r

)
M.

Corollary 9. In Corollary 6, taking p = q = 1, we get

∣∣∣ (x−r)α+(k−x)α

k−r ε(x)− Γ(α+1)
k−r [Iαx−ε(r) + Iαx+ε(k)]

∣∣∣
≤
(

1
3

) 1
µ

(
1

αλ+1

) 1
λ
(

(x−r)α+1+(k−x)α+1

k−r

)
M.

Corollary 10. For x = r+k
2 , Corollary 6 gives the following midpoint inequality:

∣∣∣ε( r+k2 )− 2α−1Γ(α+1)
(k−r)α

[
Iα

( r+k
2

)−
ε(r) + Iα

( r+k
2

)+
ε(k)

]∣∣∣
≤
(

2Γ(p+1)Γ(q+1)
Γ(p+q+2)

) 1
µ
(

1
αλ+1

) 1
λ (k−r)M

2 .

Theorem 10. Let the differentiable mapping ε : Kg ⊂ R+ → R with ε′ ∈ L1 [g(r), g(k)]. If |ε′|µ

is gβ-convex function with respect to g, where g : R → R is a mapping satisfying for all x ∈ (r, k) :
g(r) < g(x) < g(k) and |ε′(z)| ≤M, z ∈ Kg, then

∣∣∣ (g(x)−g(r))α+(g(k)−g(x))α

k−r ε(g(x))− Γ(α+1)
k−r

[
Iαg(x)−ε(g(r)) + Iαg(x)+ε(g(k))

]∣∣∣
≤
(

(α+1)Γ(α+p+1)Γ(q+1)+(α+1)Γ(α+q+1)Γ(p+1)
Γ(α+p+q+2)

) 1
µ (g(x)−g(r))α+1+(g(k)−g(x))α+1

(α+1)(k−r) M (19)

holds for all x ∈ [r, k] with g(x) ∈ Kg and α > 0 and p, q > −1, µ > 1, where Γ is the gamma function.
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Proof. By Lemma 1, modulus and power mean inequality, we get∣∣∣ (g(x)−g(r))α+(g(k)−g(x))α

k−r ε(g(x))− Γ(α+1)
k−r

[
Iαg(x)−ε(g(r)) + Iαg(x)+ε(g(k))

]∣∣∣
≤ (g(x)−g(r))α+1

k−r

1∫
0

$α
∣∣ε′ ($g(x) + (1−$)g(r))

∣∣ d$
+ (g(k)−g(x))α+1

k−r

1∫
0

$α
∣∣ε′ ($g(x) + (1−$)g(k))

∣∣ d$
≤ (g(x)−g(r))α+1

k−r

 1∫
0

$αd$

1− 1
µ
 1∫

0

$α
∣∣ε′ ($g(x) + (1−$)g(r))

∣∣µ d$


1
µ

+ (g(k)−g(x))α+1

k−r

 1∫
0

$αd$

1− 1
µ
 1∫

0

$α
∣∣ε′ ($g(x) + (1−$)g(k))

∣∣µ d$


1
.µ

= (g(x)−g(r))α+1

k−r
1

(α+1)
1− 1

µ

 1∫
0

$α
∣∣ε′ ($g(x) + (1−$)g(r))

∣∣µ d$


1
µ

+ (g(k)−g(x))α+1

k−r
1

(α+1)
1− 1

µ

 1∫
0

$α
∣∣ε′ ($g(x) + (1−$)g(k))

∣∣µ d$


1
.µ

. (20)

Since |ε′|µ is gβ-convex with respect to g, and |ε′(x)| ≤M , we get

1∫
0

$α
∣∣ε′ ($g(x) + (1−$)g(r))

∣∣µ d$
≤

1∫
0

$α
[
$p(1−$)q

∣∣ε′(g(x))
∣∣µ +$q(1−$)p

∣∣ε′(g(r))
∣∣µ] d$

≤Mµ

1∫
0

[
$α+p(1−$)q +$α+q(1−$)p

]
d$

= (β(α+ p+ 1, q + 1) + β(α+ q + 1, p+ 1))Mµ

=Γ(α+p+1)Γ(q+1)+Γ(α+q+1)Γ(p+1)
Γ(α+p+q+2) Mµ. (21)

From (20) and (21), we get the result.

Corollary 11. In (19), if we choose g(x) = x, i.e. |ε′|µ is β-convex, we have∣∣∣ (x−r)α+(k−x)α

k−r ε(x)− Γ(α+1)
k−r [Iαx−ε(r) + Iαx+ε(k)]

∣∣∣
≤
(

(α+1)Γ(α+p+1)Γ(q+1)+(α+1)Γ(α+q+1)Γ(p+1)
Γ(α+p+q+2)

) 1
µ
(

(x−r)α+1+(k−x)α+1

(α+1)(k−r)

)
M.

We will now show some special cases that can be extracted from the previous result.
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Corollary 12. In Corollary 11, taking p = q = 0, we get∣∣∣ (x−r)α+(k−x)α

k−r ε(x)− Γ(α+1)
k−r [Iαx−ε(r) + Iαx+ε(k)]

∣∣∣ ≤ 2
1
µ

(
(x−r)α+1+(k−x)α+1

(α+1)(k−r)

)
M.

Corollary 13. In Corollary 11, taking p = s, q = 0, we get∣∣∣ (x−r)α+(k−x)α

k−r ε(x)− Γ(α+1)
k−r [Iαx−ε(r) + Iαx+ε(k)]

∣∣∣
≤
(

(α+1)Γ(α+s+1)+Γ(α+2)Γ(s+1)
Γ(α+s+2)

) 1
µ
(

(x−r)α+1+(k−x)α+1

(α+1)(k−r)

)
M.

Corollary 14. In Corollary 11, taking p = q = 1, we get∣∣∣ (x−r)α+(k−x)α

k−r ε(x)− Γ(α+1)
k−r [Iαx−ε(r) + Iαx+ε(k)]

∣∣∣
≤
(

2(α+1)
(α+3)(α+2)

) 1
µ
(

(x−r)α+1+(k−x)α+1

(α+1)(k−r)

)
M.

Corollary 15. For x = r+k
2 Corollary 11 gives the following midpoint inequality:∣∣∣ε( r+k2 )− 2α−1Γ(α+1)

(k−r)α

[
Iα

( r+k
2

)−
ε(r) + Iα

( r+k
2

)+
ε(k)

]∣∣∣
≤
(

(α+1)Γ(α+p+1)Γ(q+1)+(α+1)Γ(α+q+1)Γ(p+1)
Γ(α+p+q+2)

) 1
µ (k−r)M

2(α+1) .

Conclusion

In this study, we have explored fractional Ostrowski inequalities for functions whose modulus of the
first derivatives exhibit gMT -convexity and gβ-convexity. Several new results have been established,
contributing to the advancement of fractional integral inequalities. Additionally, by considering specific
cases, we have successfully recovered some well-known results, demonstrating the broad applicability
and generality of our approach. This work extends classical Ostrowski inequalities and provides deeper
insights into their behavior under generalized convexity assumptions. Future research could further
investigate the potential applications of these inequalities in fields such as numerical analysis, opti-
mization, and approximation theory.
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A combined problem with local and nonlocal conditions for a class of
mixed-type equations
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This paper investigates the issues of existence and uniqueness of a solution to a combined boundary value
problem with local and nonlocal conditions for a specific class of mixed elliptic-hyperbolic-type equations
with singular coefficients. A distinctive feature of the considered problem is that on one part of the
boundary characteristic, the values of the desired function are specified, while on the other part, nonlo-
cal conditions are imposed. These conditions establish pointwise connections between the values of the
sought function on different parts of the boundary characteristics using the Riemann-Liouville fractional
differentiation operator. At the same time, a portion of hyperbolic domain’s boundary remains free from
boundary conditions. The proof of the solution’s uniqueness is based on the application of an analogue of
A.V. Bitsadze’s extremum principle for mixed-type equations with singular coefficients. The existence of the
solution is reduced to the analysis of a Tricomi singular integral equations’ system with a shift, containing
a non-Fredholm operator with isolated first-order singularity in kernel. By applying the Carleman-Vekua
regularization method, these equations are reduced to a Wiener-Hopf integral equation, for which it is
proved that the index is equal to zero. This, in turn, reduces the problem to a Fredholm integral equation
of the second kind, the uniqueness of whose solution ensures the well-posedness of the given problem.

Keywords: mixed-type equation with singular coefficients, nonlocal condition, regularization, systems of
singular integral equations, Wiener-Hopf equation, index.

2020 Mathematics Subject Classification: 35L80, 35L81.

Introduction

The theory of local and nonlocal boundary value problems for mixed-type equations plays an im-
portant role in engineering and nature, particularly in gas dynamics, state processes, the development
of oil reservoirs, groundwater filtration, heat and mass transfer in objects with complex structures, elec-
trical oscillations in conductors, fluid flow in a channel surrounded by a porous medium, aerodynamics,
and other phenomena.

The development of the theory of degenerate equations of mixed type originates from the funda-
mental works of G. Darboux, F. Tricomi, E. Holmgren, and S. Gellerstedt, published in 1894, 1923,
1927, and 1938, respectively. The problem for the model equation of mixed type was first formulated
and solved by F. Tricomi, and it is now known as the Tricomi problem. After this work, the the-
ory of local and nonlocal problems for mixed-type equations was developed in fundamental studies of
E. Holmgren, S. Gellerstedt, A.V. Bitsadze, A.A. Samarskii, V.I. Zhegalov, A.M. Nakhushev, I. Frankl,
S.G. Mikhlin, K.I. Babenko, M.M. Smirnov, M. Protter, M.M. Meredov, Sh.A. Alimov, E.I. Moiseev,
A.P. Soldatov, M.S. Salakhitdinov, and others.
∗Corresponding author. E-mail: aseka_tynybekova@mail.ru
This research was funded by the Found of the Innovative Development Ministry of the Republic of Uzbekistan (grant
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Among the works devoted to boundary value problems for mixed-type equations, special attention
should be given to the work of A.V. Bitsadze [1], in which a number of important problems in both
two-dimensional and spatial cases were studied. These studies have stimulated further research in this
direction and have attracted numerous mathematicians to this field.

By the late 1970s, many issues in the theory of boundary value problems for degenerate partial dif-
ferential equations, including mixed-type equations with smooth coefficients in the considered domain,
had acquired a mathematically complete form. Further progress in this field was largely determined
by qualitatively new problems for equations with non-smooth coefficients, particularly for mixed-type
equations with singular coefficients. Despite the large number of studies on hyperbolic equations
and equations of mixed type, problems with combined local and nonlocal conditions for a degenerate
mixed-type equation with singular coefficients remain poorly studied.

A nonlocal problem for a mixed-type equation with a singular coefficient in an unbounded domain
was studied in the work of M. Ruziev and M. Reissig [2], while the works of Z.G. Feng [3], Z. Feng, and
J. Kuang [4] are devoted to the study of boundary value problems for nonlinear mixed-type equations.

This work is devoted to the study of the solvability of a combined problem with local and nonlo-
cal conditions for a certain class of mixed-type equations with singular coefficients. The degenerate
equations with singular coefficients considered in this article differ from the well-known classical prob-
lems in that the correctness of the known Cauchy problem (in the hyperbolic region) and Holmgren’s
problem (in the elliptic domain) does not always hold. In the considered domains, these problems
in their standard formulation may turn out to be unsolvable if the mixed-type equation degenerates
along a line that is simultaneously a characteristic (an envelope of a family of characteristics) or if
coefficients of the equation at lower-order terms are singular. Therefore, in these cases, it is natural
to consider modified Cauchy and Holmgren problems, where the condition on the degeneration line
is given with weight functions. Therefore, in the problem formulation of the study, along with local
and nonlocal boundary conditions on the degeneration line of the equation, discontinuous matching
conditions for the normal derivatives of the sought function with weight functions are specified. The
problem conditions are given in a combined form: locally on the boundary of the ellipticity of the
equation and on one part of the boundary characteristic, while on the other part, nonlocal conditions
are imposed, establishing pointwise relationships between the values of the sought function at differ-
ent sections of the characteristic boundary using the fractional differentiation operator in the sense of
Riemann-Liouville. At the same time, part of the boundary of the hyperbolic domain remains free
from boundary conditions.

By modifying A.V. Bitsadze’s extremum principle for a mixed-type equation with singular coeffi-
cients, the uniqueness of the combined problem has been proven.

The solvability of the problem is reduced to the study of non-standard singular Tricomi integral
equations with a numerical parameter in the non-singular part of the kernel and a non-Fredholm
operator on the right-hand side of the equation.

The obtained singular integral equation is characterized by the following properties:
• generalizes the singular integral equation of F. Tricomi. In a particular case, this equation is
reduced to the equation studied by F. Tricomi;

• the “nonsingular” part of the kernel has non-Carleman shifts;
• the non-characteristic part of the singular integral equation contains non-Fredholm integral op-
erators; more precisely, the kernels of these operators have isolated singularities of the first order.

An algorithm has been developed for solving such non-standard integral equations: first, tem-
porarily assuming the non-characteristic part of the equation as a known quantity, a singular integral
equation of Tricomi with a shift is obtained; then, by regularizing it using the Carleman method de-
veloped by S.G. Mikhlin, the Wiener-Hopf equation is derived, which, through the Fourier transform,
is reduced to a Riemann boundary value problem in the theory of functions of a complex variable.
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Furthermore, it is proved that the index of the Riemann problem is equal to zero, which ensures the
unique regularization of the Wiener-Hopf equation into a Fredholm integral equation of the second
kind, whose unique solvability follows from the uniqueness of the solution to the formulated problems.

1 Statement of the problem A

In a finite simply connected domain D of the plane of independent variables x, y, bounded for
y > 0 by a regular curve

σ0 : x2 + 4(m+ 2)−2ym+2 = 1

with endpoints A = A(−1, 0) and B = B(1, 0), and for y < 0 with characteristics AC and BC of a
mixed-type equation with singular coefficients of the following form

(signy)|y|muxx + uyy +
β0

y
uy = 0 (1)

is considered, where m > 0, −m
2 < β0 < 1.

Let D+ and D− denote the parts of the domain D, located, respectively, in the half-planes y > 0
and y < 0, and let C0 and C1, respectively represent the intersection points of the characteristics
AC and BC with the characteristic originating from the point E(c, 0), where c ∈ I = (−1, 1) is the
interval of the y = 0 axis.

Problem A. Find the generalized solution u(x, y) of equation (1), that satisfies the following con-
ditions:

u (x, y) |σ0 = ϕ (x) , −1 ≤ x ≤ 1, (2)

u|AC0 = ψ (x) , −1 ≤ x ≤ c− 1

2
, (3)

a0(x)(1 + x)βD1−β
c,x u [θ0 (x)] + b0(x)(1− x)βD1−β

x,1 u [θ1(x)] = c0(x)u(x, 0)+

+d0(x) lim
y→−0

(−y)β0
∂u

∂y
+ f0(x), c < x < 1,

(4)

where D1−β
c,x , D1−β

x,1 are fractional differentiation operators of an order 1 − β; β = m+2β0
2(m+2) ; θ0(x) and

θ1(x) represent the corresponding affixes of the intersection points of characteristics AC and BC with
a characteristic originating from a point M (x0, 0), where x0 ∈ [c, 1]:

θ0 (x0) =
x0 − 1

2
− i
(
m+ 2

4
(1 + x0)

) 2
m+2

,

θ1 (x0) =
x0 + 1

2
− i
(
m+ 2

4
(1− x0)

) 2
m+2

.

Given functions ψ (x) , a0 (x) , b0 (x) , c0(x), d0(x), f0(x) are continuously differentiable on the closure
of their definition’s domain, with the conditions:

a2
0(x) + b20(x) 6= 0, c0(x) ≥ 0, d(x) = a0(x) + b0(x)− d0(x) > 0, x ∈ (c, 1),

d(c) + λπ ctg3απ (a0(c)− b0(c) 6= 0, λ =
cosβπ

π(1 + sinβπ)
, α =

1

4
(1− 2β)

and the function ϕ(x) is represented in the form

ϕ(x) = (1− x2)2(1−β0)ϕ̃(x), (5)
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where ϕ̃(x) ∈ C1(Ī), ψ(−1) = 0.
Under the generalized solution of Problem A in the domain D, we refer to a function u(x, y) ∈

C
(
D
)
∩ C2 (D+), which satisfies equation (1) in the domain D+, while in the domain D−, it is a

generalized solution of a class R1 [5, 6] and in the degeneration interval I it satisfies the following
conjugation condition

lim
y→−0

(−y)β0
∂u

∂y
= lim

y→+0
yβ0

∂u

∂y
, x ∈ I\ {c} ,

and these limits at x = ±1, x = c may have singularities of an order no higher than 1 − 2β, while
satisfying conditions (2)–(4).

Note that Problem A is a generalization of the problem by F. Tricomi [7] and, for the limiting value
c = −1 from the Problem A it reduces to the problem of A.M. Nakhushev [8], and for the limiting
value c = 1, with the additional conditions c0(x) = 0, d0(x) = 0,

a0(x)(1 + x)βD1−β
c,x ψ(0)|x=1

c=1
+ b0(x)(1− x)βD1−β

x,1 ϕ(1)|x=1 = c0(1),

it leads to the problem of F. Tricomi [7]. Problem A in a particular case, was studied in [9].
For degeneration on the boundary of the hyperbolic domain with singular coefficients, the gen-

eralized Tricomi problem with Goursat conditions was studied in [10]. Solvability issues and spec-
tral properties of local and nonlocal problems for model mixed-type equations were investigated in
[1, 5–8,11–14].

2 The Extremum Principle and Uniqueness of the Solution to Problem A

Before proceeding to the proof of solution uniqueness for Problem A, we present, without proof,
the extremum principle and the local properties of the solution to equation (1) in the domain D+.

Let us consider the Gellerstedt equation with a singular coefficient

E(u) = ymuxx + uyy +
β0

y
uy = 0, y > 0, (6)

where m > 0, −m
2 < β0 < 1, in a finite simply connected domain Ω of the complex plane z = x + iy

which is limited by a simple Jordan arc Γ with endpoints A(−1, 0), B(1, 0) lying on the half plane
y > 0 and a segment AB of the axis y = 0.

Lemma 1. (The Extremum Principle) [1,14] Any regular solution u(x, y) of equation (6), continuous
in Ω, does not achieve its positive maximum or negative minimum at the interior points of the domain Ω.

Let a regular solution u(x, y) of equation (6) achieve its positive maximum in the domain Ω̄ at the
point (b, 0) along the axis y = 0.

We derive the inequality in the neighborhood of the point (b, 0) for the function

ν(x) = lim
y→+0

yβ0
∂u

∂y
, x ∈ (−1, 1). (7)

Let limit (7) exists at the point (b, 0) [13, 14].
Lemma 2. (Analog of the Zaremba-Giraud Principle) [1, 14] Let 1) the function u(x, y) ∈ C(Ω̄) ∩

C2(Ω) continuous in Ω̄ satisfy the inequality E (u) ≥ 0 (≤ 0) and take its maximum positive value
(minimum negative value) at some point (b, 0), b ∈ (−1, 1);

2) the value u (x, y) on the curve Γ is less (greater), than at the point (b, 0). Then

lim
y→+0

yβ0
∂u

∂y
< 0 (> 0) ,

provided that this limit exists.
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Suppose that the limit (7) does not exist at the point (b, 0) and in the neighborhood of this point,
the partial derivatives of the solution u(x, y) to equation (6) are allowed to have the following order of
singularities ∣∣∣yβ0uy(x, y)

∣∣∣ ≤ O (ρ2β−1+ε0
)
, |ux(x, y)| ≤ O

(
ρε0−1

)
, (8)

where ε0 is a sufficiently small positive constant, ρ = (x− b)2 + 4
(m+2)2

ym+2.

Lemma 3. [6] If the solution of equation (6) in the domain Ω achieves its positive maximum (negative
minimum) at the point (b, 0) on the axis y = 0 and the estimates (8) are valid at this point, then there

exists a neighborhood (b− r1, b+ r1) of the point (b, 0) for which
b+r1∫
b−r1

ν(x)dx < 0 (> 0).

By virtue of Darboux’s formula [9]

u(x, y) = γ1

1∫
−1

τ
[
x+ 2t

m+2(−y)
m+2

2

]
(1− t)β−1(1 + t)

β−1

dt+

+γ2(−y)1−β0
1∫
−1

ν
[
x+ 2t

m+2(−y)
m+2

2

]
(1− t)−β(1 + t)

−β
dt,

where

β =
m+ 2β0

2(m+ 2)
, γ1 =

Γ(2β)

Γ2(β)
21−2β, γ2 = − Γ(2− 2β)

(1− β0) Γ2(1− β)
22β−1,

giving a solution to the modified Cauchy problem

u(x, 0) = τ(x), x ∈ I, lim
y→−0

(−y)β0
∂u

∂y
= v(x) , x ∈ I,

from the boundary conditions (3) and (4), respectively, we have

ν (x) = γD1−2β
−1,x τ (x) + Ψ (x) , x ∈ (−1, c) , (9)

d(x)ν(x) = γa0(x) D1−2β
−1,x τ(x) + γb0(x)D1−2β

x,1 τ(x) + c0(x)τ(x) + f(x), x ∈ (c, 1), (10)

where

γ =
2Γ (2β) Γ (1− β)

Γ (β) Γ (1− 2β)

(
m+ 2

4

)2β

, Ψ (x) =
−γΓ (β)

Γ (2β)
D1−β
−1,xψ

(
x− 1

2

)
, x ∈ (−1, c),

f(x) =
21−2β

γ2Γ(1− β)(m+ 2)1−2β

f0 (x) +
a0 (x)

Γ(β)

d

dx

c∫
−1

ψ((t− 1)/2) dt

(x− t)1−β

 , x ∈ (c, 1),

here Ψ(x) ∈ C[−1, c] ∩ C1(−1, c), f(x) ∈ C[c, 1] ∩ C1(c, 1).

Theorem 1. (Analogue of A.V. Bitsadze’s Extremum Principle) [1] The solution u(x, y) to Prob-
lem A under the conditions: ψ (x) ≡ 0 , f0(x) ≡ 0,

a0(x) ≥ 0, b0(x) ≥ 0, c0(x) ≥ 0, a0(x) + b0(x) ≥ d0(x), (11)

achieves its positive maximum or negative minimum in the closed domain D+ only at points on the
arc σ0.
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Proof. Let u(x, y) be a solution to Problem A, satisfying the conditions of Theorem 1. Clearly, by
the extremum principle, the solution u(x, y) in the domain D+ cannot achieve its extreme. Assume
the function u(x, y) achieves its positive maximum in the closed domain D̄+ at the point P (x0, 0),
x0 ∈ I\ {c}, i.e. max

(x,y)∈D̄+
u (x, y) = u (x0, 0) = τ (x0) > 0. Using the fact that the fractional derivatives

D1−2β
c,x τ(x), D1−2β

x,1 τ(x) at the point of the positive maximum of the function τ(x) are strictly positive
from (9) and (10) based on (11), we have ν (x0) > 0, it contradicts the known analogue of the Zaremba-
Giraud principle, stating that at the point of positive maximum ν (x0) < 0 (Lemma 2) and hence it
follows that x0 /∈ I\ {c}.

Now suppose that the solution u(x, y) achieves its positive maximum (negative minimum) at the
point E(c, 0). Then, by Theorem 2 there exists r1 > 0, such that for the interval the following holds

c+r1∫
c−r1

ν(x)dx < 0 (> 0). (12)

On the other hand, using (9) and (10), for the specified r1, we have
c+r1∫
c−r1

ν(x)dx =

c∫
c−r1

ν(x)dx+

c+r1∫
c

ν(x)dx > 0 (< 0). (13)

Inequality (13) contradicts inequality (12), i.e., the function u(x, y) does not achieve its positive max-
imum (negative minimum) at the point E(c, 0).

Therefore, the function u(x, y) achieves its positive maximum in the domain D̄+ at points on the
curve σ0.

It can also be shown that the function u(x, y), which satisfies the conditions of Theorem 1, attains
its negative minimum within the domain D̄+, including at points on the curve σ0. Theorem 1 is proved.

From Theorem 1 follows
Corollary. Problem A under condition (11) has no more than one solution.

3 Existence of a solution to problem A

Theorem 2. Let the following conditions be hold:

sinαπ cosβπ [b0(c)− a0(c)] [(2a0(c)− d0(c)) sinβπ + 2b0(c)− d0(c)]

[ch2πy + cos 2απ]
{

[d(c)(1 + sinβπ)]2 + [(b0(c)− a0(c)) cosβπ]2
} < 1, (14)

where α = 1−2β
4 , y = 1+x

1+t . Then there exists a solution to Problem A.
The proof of Theorem 2 will be carried out in several stages. From the known solution to the

modified problem N (6), (2) and (7) [14], we obtain a functional relationship between the unknown
functions τ(x) and v(x) carried over to I from the domain D+

τ (x) = −k1

1∫
−1

[
|x− t|−2β − (1− xt)−2β

]
ν(t)dt+ Φ(x) , x ∈ Ī , (15)

where k1 =
(

4
m+2

)2β
Γ2(β)

4πΓ(2β) ,

Φ(x) = 2k1

(
m+ 2

2

)2β

(1− x2)

1∫
−1

(1− t2)
β−1/2

(1− 2xt+ x2)−1−βϕ(t)dt.
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From relationships (9), (10) and (14), excluding the function τ(x), and taking into account that the
resulting equations have singularities at x ∈ (−1, c) and x ∈ (c, 1), we obtain

ν (x) = −λ
c∫
−1

(
1+s
1+x

)1−2β (
1
s−x −

1
1−xs

)
ν (s) ds−

−λ
1∫
c

(
1+s
1+x

)1−2β (
1
s−x −

1
1−xs

)
ν (s) ds+ F̃0 (x) , x ∈ (−1, c) ,

(16)

d(x)v(x) = −λa0(x)
c∫
−1

(
1+s
1+x

)1−2β (
1
s−x −

1
1−xs

)
v(s)ds−

−λa0(x)
1∫
c

(
1+s
1+x

)1−2β (
1
s−x −

1
1−xs

)
v(s)ds+ λb0(x)

c∫
−1

(
1−s
1−x

)1−2β (
1
s−x + 1

1−xs

)
v(s)ds+

+λb0(x)
1∫
c

(
1−s
1−x

)1−2β (
1
s−x + 1

1−xs

)
v(s)ds− k1c0(x)

1+sinβπ

c∫
−1

[
|x− s|−2β − (1− xs)−2β

]
ν(s)ds−

− k1c0(x)
1+sinβπ

1∫
c

[
|x− s|−2β − (1− xs)−2β

]
ν(s)ds+ F̃1(x), x ∈ (c, 1),

(17)

where

F̃0(x) =
γD1−2β
−1,x Φ (x) + Ψ (x)

1 + sinβπ
, F̃1(x) =

γa0(x)D1−2β
−1,x Φ (x) + γb0(x)D1−2β

x,1 Φ (x) + f(x) + c0(x)Φ (x)

1 + sinβπ
.

Proceeding similarly to the approaches in works [6, 14], due to the conditions imposed on the given
functions of the problem, particularly condition (5), in the case of a normal curve, it can be shown
that

F̃1 (x) ∈ C (c, 1] ∩ C(0,2β) (c, 1) ,

F̃1 (x) ∈ C (c, 1] ∩ C(0,2β) (c, 1) , F̃1 (x) = O
(

(x− c)2β−1
)
.

Note that relations (16) and (17) hold for x ∈ (−1, c) and x ∈ (c, 1) respectively. To consider them in
a single interval I = (−1, 1) in (15) replace x with ax − b, and in (17), replace x with bx + a, where
a = (1 + c)/2, b = (1 − c)/2,a + b = 1, a − b = c and then perform the substitution of variables
s = at − b for integrals over the interval (−1, c) and s = bt + a for integrals over the interval (c, 1),
where t ∈ [−1, 1]. By isolating the characteristic part in the integrals with singular properties and
performing some transformations, we have

ν0 (t) + λ
1∫
−1

(
1+t
1+x

)1−2β (
1
t−x −

a
(ax−b)(at−b)

)
ν0 (t) dt =

= λ
1∫
−1

b v1(t)dt
bt−ax+1 + T1[ν1] + F0(x), x ∈ (−1, 1),

(18)

D(x)ν1(x) +K(x)
1∫
−1

(
1+t
1+x

)1−2β (
1
t−x −

b
1−(bx+a)(bt+a)

)
ν1 (t) dt =

= µ
1∫
−1

av0(t)dt
at−bx−1 +H0[v0] +H1[v1] + F1(x), x ∈ (−1, 1),

(19)

where

ν0(x) = ν(ax− b), ν1(x) = ν(bx+ a), A (x) = λa0 (bx+ a) , B (x) = λb0 (bx+ a) ,

D (x) = d(bx+ a), F0 (x) = F̃0 (ax− b) , F1 (x) = F̃1 (bx+ a) , λ =
cosβπ

π(1 + sinβπ)
,
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T1[ν1] = λ

1∫
−1

[(
1 + a+ bt

a (1 + x)

)1−2β

− 1

]
b v1(t)dt

bt− ax+ 1
+ λ

1∫
−1

(
1 + a+ bt

a (1 + x)

)1−2β b v1(t)dt

1− (ax− b)(bt+ a)
,

K(x, t) = A(x)−B(x)

(
1− x
1− t

)2β(1 + x

1 + t

)1−2β 1 + bt+ a

1 + bx+ a
,

K(x) = K(x, x) = A(x)−B(x), µ = −K(−1),

H1[v1] = A (x)
1∫
−1

{[(
1+a+bt
1+a+bx

)1−2β
−
(

1+t
1+x

)1−2β
](

1
t−x −

b
1−(bx+a)(bt+a)

)}
ν1 (t) dt−

− bk1c0(bx+a)
1+sinβπ

1∫
c

[
(|b(x− t))|−2β − (1− (bx+ a)(bt+ a))−2β

]
v1(t)dt−

−
1∫
−1

(
1+t
1+x

)1−2β (
1
t−x −

b
1−(bx+a)(bt+a)

)
(K(x, t)−K(x, x))ν1(t)dt

are regular operators.

3.1 Regularization of the System of Singular Integral Equations of the Tricomi Problem with a Shift

Let us proceed to the regularization of the system of singular integral equations (18), (19). In
equation (19) we will perform the following step-by-step:
• Temporarily consider the right-hand side of equation (19) as a known function from the class
Lρ (−1, 1), p > 1 satisfying Hölder’s condition. By regularizing equation (19) using the Carleman-
Vekua method [15–17] in the class of functions H, where (1 + x)1−2βν1(x) is bounded on the left
end and may be unbounded on the right end of the interval Ī, we transform equation (19) with
respect to the function (1 + x)1−2βν1(x).

• In the obtained equation, considering assumptions introduced above for the right-hand side of
(19) and after some transformations, isolating the characteristic part of the equation, it is easy
to establish that the kernel of the obtained integral equation when the condition M(−1) 6= 0 is
fulfilled, where

M(x) = µ (D∗(x) + πctg3απK∗(x)) ,

M(−1) = µ (D∗(−1) + πctg3απK∗(−1)) =

= µ(D(−1)+πctg3αK(−1))
D2(−1)+π2K2(−1)

= µ[(a0(c)+b0(c)−d0(c)−λµπctg3απ )]

(a0(c)+b0(c)−d0(c))2+λπ2µ2
,

µ = λ [b0(c)− a0(c)] , D∗(x) =
D(x)

D2(x) + π2K2(x)
, K∗(x) =

K(x)

D2(x) + π2K2(x)

for t = 1, x = −1 has a first-order singularity [17,18], therefore, this operator is non-Fredholm.
In the obtained equations, after some simple transformations, we have

ν1(x) = −
1∫
−1

n

(
1 + x

1 + t

)
ν̃0(t)

1 + t
dt+N̄0[ν̃0] +N1[ν1] + F2(x), (20)

where ν̃0(x) = ν0(−x)

n(y) =
M(−1)

1 + by/a
, (21)
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N0[ν0] = (M(x)−M(−1))
1∫
−1

aν0(t)dt
at−bx−1 +

1∫
−1

K(x, t)ν0(t)dt+

+D∗(x)H̃0[ν0]−K∗(x)
1∫
−1

(
1+t
1+x

)3α(
1−t
1−x

)2α (
1−(bx+a)c
1−(bt+a)c

)α
×

×ω(x)(D(x)+iπ K(x))
ω(t)(D(t)+iπ K(t))

(
1
t−x −

b
1−(bx+a)(bt+a)

)
H0[ν0]dt−

−µaK∗(x)
1∫
−1

ν0(s)ds
1∫
−1

(
1+t
1+x

)3α(
1−t
1−x

)2α [(
1−(bx+a)c
1−(bt+a)c

)α
ω(x)(D(x)+iπ K(x))
ω(t)(D(t)+iπ K(t)) − 1

]
×

×
(

1
t−x −

b
1−(bx+a)(bt+a)

)
dt

as−bt−1 .

The operator N̄0[ν̃0] is obtained from the operator N0 by substituting ν0(−x) with ν̃0(x).

N1[ν1] = D∗(x)H1[ν1]−K∗(x)
1∫
−1

(
1+t
1+x

)3α(
1−t
1−x

)2α (
1−(bx+a)c
1−(bt+a)c

)α
×

×ω(x)(D(x)+iπ K(x))
ω(t)(D(t)+iπ K(t))

(
1
t−x −

b
1−(bx+a)(bt+a)

)
H1[ν1]dt,

N1[ν1] is a regular operator,

F2(x) = D∗(x)F1(x)−K∗(x)
1∫
−1

(
1+t
1+x

)3α(
1−t
1−x

)2α (
1−(bx+a)c
1−(bt+a)c

)α
×

×ω(x)(D(x)+iπ K(x))
ω(t)(D(t)+iπ K(t))

(
1
t−x −

b
1−(bx+a)(bt+a)

)
F1(t)dt, ω(x) = 1+a−ax

bx+a .

Now consider equation (18). Equation (18) will be considered as a singular integral equation with
a shift in the non-summable part of the kernel relative to an unknown function. Here, proceeding
similarly to the case of equation (19) and performing analogous calculations, we obtain

ν̃0 (x) = −
1∫
−1

m

(
1 + x

1 + s

)
v1 (s) ds

1 + s
+ T ∗2 [v1] + F3 (−x) , (22)

where

m (y) = A
b1+α

aα(b+ ay)yα
, A = sinαπ/π, (23)

T2[v1] = λ cosβπ
2π

1∫
−1

b ν1(s)ds
1∫
−1

(
1+t
1+x

)2a(
1−t
1−x

)a(
1+a+bs
a(1+t)

)4a [(
1−c(at−b)
1−c(ax−b)

)a
− 1
]
×

×
(

1
t−x −

a
1−(ax−b)(at−b)

)
dt+

(
sinαπ
π

)2
T1[v1] + sinαπ

π

1∫
−1

(
b(1+s)
a(1+x)

)α
bν1(s)ds

1+(ax+b)(bs+a) ,

T1[v1] = − π
sinαπ

1∫
−1

(
b(1+s)
a(1−x)

)α [(
1+a+bs)
a(1+x)

)2α
− 1

](
1

bs−ax+1 −
1

1−(ax−b)(bs+a)

)
bν1(s)ds+

+
1∫
−1

(
1+a+bs

a

)4α 1
(1+x)2α(1−x)α

×

×

{
−2αB (1− 2α, α)

(1 + x)2α

[
F

(
1− 2α,−α, 1− α;

1− x
2

)
−
(
a(1 + x)

1 + a+ bs

)2α

F

(
1− 2α,−α, 1− α;− b

a

1− s
2

)]
+

+ a(bs+ a)M1 (s)− a(ax− b)M2 (x)} b1v(s)ds,

Mathematics Series. No. 2(118)/2025 171



M. Mirsaburov et al.

are regular operators,

M1 (s) =

1∫
−1

(1− t)α

(1 + t)2α

dt

1− (bs+ a)(at− b)
=

21−αB (1− 2α, α)

1− c(bs+ a)
F

(
1 + α, 1, 2− α;− 2a(bs+ a)

1− c(bs+ a)

)
,

M2 (x) =
1∫
−1

(1−t)α

(1+t)2α
dt

1−(ax−b)(at−b) = 21−αB(1+α,1−2α)
1−c(ax−b) F

(
1− 2α, 1, 2− α;− 2a(ax−b)

1−c(ax−b)

)
.

Here B (α, β) and F (a, b, c, z) are beta and hypergeometric Gauss functions respectively.

F3(x) = 1+sinβπ
2 F0(x)− cosβπ

2π

1∫
−1

(
1+t
1+x

)2a(
1−t
1−x

)a(
1−c(at−b)
1−c(ax−b)

)a
×

×
(

1
t−x −

a
1−(ax−b)(at−b)

)
F0(t)dt,

where ṽ0 (x) = v0 (−x), and the operator T ∗2 [v1] is obtained from operator T2 [v1] by substituting x
with −x.

3.2 Derivation and Analysis of the Wiener-Hopf Integral Equation

Thus, equation (22) together with equation (20) form a system of integral equations with respect
to unknown functions ṽ0 (x) and v1 (x) with a singular feature in the kernel [19]. From equations (20)
and (22), excluding the function ṽ0 (x) with respect to the function v1 (x), we obtain the equation

v1(x) =

1∫
−1

Ω(x, t)v1(t)dt

1 + t
+ L [v1] + F4(x), (24)

where L [v1] is a regular operator and

Ω (x, t) =

1∫
−1

n

(
1 + x

1 + s

)
m

(
1 + s

1 + t

)
ds

1 + s
, (25)

L [v1] = −
1∫
−1

n

(
1 + x

1 + t

)
T ∗1 [v1]

1 + t
dt+ N̄0

− 1∫
−1

m

(
1 + x

1 + s

)
v1 (s) ds

1 + s
+ T ∗2 [v1]

 +N1 [v1] ,

F4(x) = −
1∫
−1

n

(
1 + x

1 + t

)
F3(−t)
1 + t

dt+ N̄0[F3(−x)] + F2(x).

We evaluate the kernel Ω (x, t), for this in (25) making a substitution 1+s
1+t = r, we have

Ω (x, t) =

2/(1+t)∫
0

n

(
1 + x

r (1 + t)

)
m (r)

dr

r
= Ω1 (x, t)− Ω2 (x, t) , (26)

where

Ω1 (x, t) =

∞∫
0

n

(
1 + x

r (1 + t)

)
m (r)

dr

r
, Ω2 (x, t) =

∞∫
2/(1+t)

n

(
1 + x

r (1 + t)

)
m (r)

dr

r
.
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Based on (21) and (23) it is easy to establish the estimate

|Ω2 (x, t)| =
∞∫

2/(1+t)

∣∣∣∣n( 1 + x

r (1 + t)

)∣∣∣∣ |m (r)| dr
r
≤M(−1)A

(
b

a

)1+α(1 + t

r

)α
.

From this, it follows that Ω2(x,t)
1+t is a regular kernel. Now, by direct computation, we have

Ω1 (x, t) =

∞∫
0

n

(
1 + x

r (1 + t)

)
m (r)

dr

r
= M(−1)

yα − 1

yα(y − 1)
, (27)

where y = (1 + x)/(1 + t). Now, based on (26) and (27), we rewrite equation (24) in the form

v1 (x) = M(−1)

1∫
−1

(
1 + t

1 + x

)α(1+x
1+t

)α
− 1

1+x
1+t − 1

v1 (t) dt

1 + t
+ L1 [v1] + F4(x), (28)

where L1 [v1] = L [v1]−
1∫
−1

Ω2(x,t)v1(t)dt
1+t is a regular operator.

Now, introducing the notation in (28) ρ(z) = e(α−1)z/2ν1(2e−z−1), after some transformations, we
obtain

ρ(z) = M(−1)

∞∫
0

sh(α(z − s)/2)ρ(s)ds

sh((z − s)/2)
+ L3[ρ] + F5(z), (29)

where L3[ρ] = L2

[
e(1−α)z/2ρ(z)

]
, F5(z) = e(α−1)z/2F4(2e−z− 1). Equation (29) is an integral Wiener-

Hopf equation [20]. Under the condition

M(−1)π sinαπ

ch2yπ + cos 2απ
< 1 (30)

it is easy to calculate that the index of equation (29) is equal to 0. Therefore, equation (29) is uniquely
reduced to a Fredholm integral equation of the second kind, and the unique solvability of this equation
follows from the uniqueness of the solution to Problem A. From condition (30) due to the entered
notations, by straight calculations we obtain (14).

Thus, Theorem 2 is proved.

Conclusion

The paper investigates the existence and uniqueness of a solution to a combined problem with
local and nonlocal conditions for one class of mixed elliptic-hyperbolic type equations with singular
coefficients.

The studied problem differs from known problems in that the values of the sought function are
specified on one part of the characteristic boundary, while, nonlocal conditions are imposed on the
other part. These nonlocal conditions relate the values of the sought function on one part of the
characteristic boundary pointwise to the values on the characteristic boundary of another family using
the fractional differentiation operator in the sense of Riemann-Liouville. At the same time, a part of
the boundary of the hyperbolic region of the domain is freed from boundary conditions.

The uniqueness of the solution to formulated problem is proved using an analogue of extremum
principle by A.V. Bitsadze for a mixed type equation with singular coefficients.
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The proof of the existence of a solution is reduced to solving a system of singular Tricomi integral
equations with a shift in the non-summable part of the kernel and a non-Fredholm operator with an
isolated first-order singularity in the kernel of the operator. By the Carleman-Vekua regularization
method, the obtained singular integral equations with a non-zero operator on the right are reduced to
the Wiener-Hopf integral equation. It is proved that the index of the Wiener-Hopf integral equation is
zero. Consequently, the Wiener-Hopf equation is uniquely reduced to the Fredholm integral equation
of the second kind, the unambiguous solvability of which follows from the uniqueness of the solution
of the problem A.

An algorithm has been developed for solving non-standard singular integral Tricomi equations with
a shift in the non-summable part of the kernel and a non-Fredholm operator with an isolated first-order
singularity in the operator’s kernel.

Thus, the issues of the unique solvability of a combined problem with local and nonlocal conditions
for a certain class of mixed-type equations with singular coefficients have been formulated and studied.
It has been established that the well-posedness of the combined problem, defined by local and nonlocal
conditions on a single characteristic boundary, significantly depends on the ratio of the coefficients of
the nonlocal conditions at the junction point of the local and nonlocal conditions, which lies on the
degeneration line of the equation.

In conclusion, we note that the developed methods for studying non-standard singular integral
equations can be applied to a broader class of partial differential equations with singular coefficients,
including for other values of the parameter β0 in equation (1).
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Solutions of boundary value problems for loaded hyperbolic type
equations
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This paper investigates a class of second-order partial differential equations describing wave processes with
nonlocal effects, including cases involving fractional derivatives. Such equations often arise in the theory
of elasticity, aerodynamics, acoustics, and electrodynamics. The presented equations include both integral
and differential terms, evaluated either at a fixed point x = x0 or x = α(t). An equation with a fractional
derivative of order 0 ≤ β < 1 is considered, making it possible to model memory effects and other nonlocal
properties. For each equation, supplemented by initial conditions, either a closed-form analytical solution
is obtained or the main steps of its derivation are outlined. The article employs the Laplace transform to
solve the resulting integral equation, enabling the solution to be presented in an explicit form.

Keywords: differential equations, partial derivatives, loaded equations, boundary value problem, Laplace
transform, convolution, wave equations, fractional derivative, integral equations, Cauchy problem.

2020 Mathematics Subject Classification: 35L05, 35L10, 35R11, 44A10.

Introduction

The study of optimal control problems and long-term forecasting has led to the emergence of a new
class of mathematical equations known as “loaded equations”.

Initially, these equations were studied by N.N. Nazarov and N.N. Kochin, though the term “loaded
equation” was first introduced by A.M. Nakhushev [1–4], who developed a general classification and ap-
plications for this type of equations. Loaded equations can be differential, integral, integro-differential,
or functional equations, in which the differentiation, integration, or functional transformation operator
is applied not to the entire function, but only to its value at a specific point or over a certain set.

Loaded second-order partial differential equations are of particular interest and have been examined
in a number of studies [5–9]. These equations find applications in various fields of science and tech-
nology, for instance, in modeling heat propagation, wave processes, population dynamics, and other
phenomena, and they remain highly relevant today [10–15].

It should be noted that the authors of the present article have experience in solving boundary value
problems for hyperbolic equations [16–18]. This expertise has enabled them to analyze loaded equa-
tions, taking into account the specifics of methods developed for classical partial differential equations
[19–21].

Thus, this study contributes to the theory of loaded equations by providing new methods and
results that can be used to model and analyze a variety of physical, biological, and technical processes.
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1 Solution of the boundary value problem for a loaded wave equation, where the load depends on the
value of the function u(x, t) at a fixed point x = x0

Let us consider the equation

∂2u(x, t)

∂t2
= a2∂

2u(x, t)

∂x2
+ µu(x, t)

∣∣∣∣
x=x0

+ f(x, t), −∞ < x <∞, t > 0 (1)

with initial conditions

u(x, t)

∣∣∣∣
t=0

= g1(x), (2)

∂u(x, t)

∂t

∣∣∣∣
t=0

= g2(x), (3)

where a is const, the function f(x, t) is continuous on −∞ < x <∞, t > 0, functions g1(x), g2(x) are
continuous on −∞ < x <∞, µ is parameter (load coefficient). The parameter µ equation (1) can take
values depending on the physical context of the problem, with µ ∈ R (an arbitrary real number). For
example:

µ > 0: models an increase in the load (an additional force);
µ = 0: in this case, the equation reduces to the classical wave equation;
µ < 0: may describe dissipative effects.
Here, the load in equation (1) signifies that the system’s state at the point x0 directly impacts wave

propagation throughout the entire space.
The solution to problem (1)–(3) can be expressed as follows

u(x, t) =
µ

2a

t∫
0

x+a(t−τ)∫
x−a(t−τ)

u(x, τ)

∣∣∣∣
x=x0

dξdτ +
1

2
u1(x, t) =

= µ

t∫
0

(t− τ)u(x, τ)

∣∣∣∣
x=x0

dτ +
1

2
u1(x, t), (4)

where

u1(x, t) = [g1(x− at) + g1(x+ at)] +
1

a

x+at∫
x−at

g2(ξ)dξ +
1

a

t∫
0

x+a(t−τ)∫
x−a(t−τ)

f(ξ, τ)dξdτ. (5)

Now, from (4) we obtain

u(x, t)

∣∣∣∣
x=x0

= µ

t∫
0

(t− τ)u(x, τ)

∣∣∣∣
x=x0

dτ +
1

2
u1(x, t)

∣∣∣∣
x=x0

. (6)

We introduce the notation ψ(t) = u(x, t)

∣∣∣∣
x=x0

. Then equation (6) takes the form

ψ(t) = µ

t∫
0

(t− τ)ψ(τ)dτ +
1

2
u1(x, t)

∣∣∣∣
x=x0

. (7)
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To solve equation (7), we use the Laplace transform. Let Ψ(p) = L[ψ(t)] be the transform of ψ(t).

Let U(p) = L

[
1
2u1(x, t)

∣∣∣∣
x=x0

]
be the transform of 1

2u1(x, t)

∣∣∣∣
x=x0

. Since L[t] = 1
p2
,
t∫

0

(t − τ)ψ(τ)dτ =

t ∗ ψ(t) is convolution. Applying the convolution theorem for the Laplace transform:

L[f(t) ∗ g(t)] = L[f(t)]L[g(t)], (8)

where f(t) ∗ g(t) =
t∫

0

f(τ)g(t− τ)dτ , we obtain from (7):

Ψ(p) = µL[t ∗ ψ(t)] + U(p).

Taking (8) into account, we get
Ψ(p) = µL[t]L[ψ(t)] + U(p).

Since L[t] = 1
p2
, Ψ(p) = L[ψ(t)], we have:

Ψ(p) =
µ

p2
Ψ(p) + U(p).

Hence,

Ψ(p) =
p2U(p)

p2 − µ
.

Thus, we have found the transform Ψ(p) of the function ψ(t) in the image space. Applying the inverse
Laplace transform to Ψ(p):

ψ(t) = L−1

[
p2U(p)

p2 − µ

]
= L−1

[
U(p) +

µU(p)

p2 − µ

]
,

ψ(t) = L−1[U(p)] + L−1

[
µU(p)

p2 − µ

]
.

For the second term, we use a Laplace transform table:

L−1

[
µ

p2 − µ

]
=
√
µ sinh(

√
µt).

Therefore, the second term can be written as:

L−1

[
µU(p)

p2 − µ

]
=
√
µ sinh(

√
µt) ∗ 1

2
u1(x, t)

∣∣∣∣
x=x0

.

Here “*” denotes convolution. Consequently,

ψ(t) =
1

2
u1(x, t)

∣∣∣∣
x=x0

+
√
µ sinh(

√
µt) ∗ 1

2
u1(x, t)

∣∣∣∣
x=x0

.

This is the solution to the original integral equation (7). In our particular case, we need the convolution
of √µ sinh(

√
µt) и 1

2u1(x0, t). Thus,

ψ(t) =
1

2
u1(x, τ)

∣∣∣∣
x=x0

+

√
µ

2

t∫
0

u1(x0, τ) sinh(
√
µ(t− τ))dτ.
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Hence, the solution to problem (1)–(3) is given by

u(x, t) =
µ

2

t∫
0

(t− τ)

(
u1(x, τ)

∣∣∣∣
x=x0

+
√
µ

τ∫
0

u1(x0, τ1) sinh(
√
µ(τ − τ1))dτ1

)
dτ +

1

2
u1(x, t).

Influence of the parameter µ on the class of solutions. For µ 6= 0 the solution (6) includes integral
terms with a load. In this case, we require smoothness: u(x, t) ∈ C2.

For µ > 0, the solution contains hyperbolic functions. For µ < 0, trigonometric functions appear.
In the case µ = 0, the equation becomes the classical wave equation with the d’Alembert solution. In
this case, we require smoothness g1(x) ∈ C2 and g2(x) ∈ C1.

2 Solution of the boundary value problem for a loaded wave equation, where the load depends on the
derivative of the function u(x, t) at the fixed point x = x0

Consider the equation

∂2u(x, t)

∂t2
= a2∂

2u(x, t)

∂x2
+ µ

∂u(x, t)

∂x

∣∣∣∣
x=x0

+ f(x, t), (9)

subject to the initial conditions (2) and (3).
The nonlocal term in equation (9) indicates that the rate of change of the function at the point x0

affects wave propagation.
The solution to problem (8), (2), (3) can be written in the form

u(x, t) =
µ

2a

t∫
0

x+a(t−τ)∫
x−a(t−τ)

∂u(x, τ)

∂x

∣∣∣∣
x=x0

dξdτ +
1

2
u1(x, t) =

= µ

t∫
0

(t− τ)
∂u(x, τ)

∂x

∣∣∣∣
x=x0

dτ +
1

2
u1(x, t).

Introducing the notation

ψ(t) =
∂u(x, τ)

∂x

∣∣∣∣
x=x0

,

we obtain:

u(x, t) =
µ

2a

t∫
0

x+a(t−τ)∫
x−a(t−τ)

ψ(τ)dξdτ +
1

2
u1(x, t) = µ

t∫
0

(t− τ)ψ(τ)dτ +
1

2
u1(x, t). (10)

From (10), take the derivative with respect to x and then substitute x = x0. This yields an explicit
representation for the unknown function ψ(t):

ψ(t) =
1

2

∂u1(x, t)

∂x

∣∣∣∣
x=x0

.

Hence, the solution to the boundary value problem (9), (2), (3) is

u(x, t) =
µ

2

t∫
0

(t− τ)
∂u1(x, τ)

∂x

∣∣∣∣
x=x0

dτ +
1

2
u1(x, t). (11)

Thus, the following theorem holds:
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Theorem 1. Let the following conditions be satisfied:
a) the functions g1(x) ∈ C2(R), g2(x) ∈ C1(R);
b) the function f(x, t) ∈ C(R× [0, T ]);
c) the parameters a > 0, µ ∈ R, x0 ∈ R are fixed.
Then, for equation (9) with a nonlocal term, under the initial conditions (2) and (3), there exists a

unique solution u(x, t) ∈ C2(R × [0, T ]), representable in the form (11), where u1(x, t) is the solution
of the corresponding problem without the nonlocal term (µ = 0), computed by formula (5).

Next, consider the boundary value problem for a loaded equation in which the loaded term involves
the time derivative:

∂2u(x, t)

∂t2
= a2∂

2u(x, t)

∂x2
+ µ

∂u(x, t)

∂t

∣∣∣∣
x=x0

+ f(x, t). (12)

A solution to problem (12), (2), (3) can be written as

u(x, t) =
µ

2a

t∫
0

x+a(t−τ)∫
x−a(t−τ)

∂u(x, τ)

∂τ

∣∣∣∣
x=x0

dξdτ +
1

2
u1(x, t) =

= µ

t∫
0

(t− τ)
∂u(x, τ)

∂τ

∣∣∣∣
x=x0

dτ +
1

2
u1(x, t). (13)

Since
d

dt

µ t∫
0

(t− τ)
∂u(x, τ)

∂τ

∣∣∣∣
x=x0

dτ

 = µ

t∫
0

∂u(x0, τ)

∂τ
dτ,

it follows that
∂u(x, t)

∂t
= µ

t∫
0

∂u(x, τ)

∂τ

∣∣∣∣
x=x0

dτ +
1

2

∂u1(x, t)

∂t
.

Substituting x = x0 gives

∂u(x, t)

∂t

∣∣∣∣
x=x0

= µ

t∫
0

∂u(x, τ)

∂t

∣∣∣∣
x=x0

dτ +
1

2

∂u1(x, t)

∂t

∣∣∣∣
x=x0

.

Introduce ψ(t) = ∂u(x,t)
∂t

∣∣∣∣
x=x0

, then

ψ(t) = µ

t∫
0

ψ(τ)dτ +
1

2

∂u1(x, t)

∂t

∣∣∣∣
x=x0

.

Taking the derivative with respect to t:

ψ′(t)− µψ(t) =
1

2

∂2u1(x, t)

∂t2

∣∣∣∣
x=x0

. (14)

From condition (3), it follows that
ψ(t)|t=0 = g2(x0). (15)
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Let us solve the problem (14), (15). We introduce the notation f̃(t) = 1
2
∂2u1(x0,t)

∂t2
and find the

integrating factor:
M(t) = e−µt.

Multiply both sides of the equation by M(t):

e−µtψ′(t)− µe−µtψ(t) = e−µtf̃(t).

The left-hand side is the derivative of a product:

d

dt

(
e−µtψ(t)

)
= e−µtf̃(t).

Integrate both sides with respect to t from 0 to t:

e−µtψ(t)− ψ(0) =

∫ t

0
e−µτ f̃(τ)dτ.

Taking into account the initial condition ψ(0) = g2(x0), we obtain

e−µtψ(t) = g2(x0) +

∫ t

0
e−µτ f̃(τ)dτ,

hence,

ψ(t) = eµtg2(x0) + eµt
∫ t

0
e−µτ f̃(τ)dτ.

Substituting f̃(t), we get the solution of problem (14), (15):

ψ(t) = eµtg2(x0) +
1

2
eµt
∫ t

0
e−µτ

∂2u1(x0, τ)

∂τ2
dτ.

Let us analyze the effect of the parameter µ on the solution to problem (13), (14). When µ = 0,
the solution simplifies to:

ψ(t) = g2(x0) +
1

2

∫ t

0

∂2u1(x0, τ)

∂τ2
dτ = g2(x0) +

1

2

[
∂u1(x0, t)

∂t
− ∂u1(x0, 0)

∂t

]
.

For µ > 0 the solution contains a growing exponential term, which requires additional conditions
on f̃(t) to ensure boundedness.

For µ < 0 the solution decays exponentially as t→∞.
Substituting ψ(t) into (13) yields the solution of problem (12), (2), (3).

Theorem 2. Let the following conditions be satisfied:
a) the initial functions satisfy the smoothness requirements: g1(x) ∈ C2(R), g2(x) ∈ C1(R);
b) the inhomogeneous term f(x, t) ∈ C(R× [0, T ]);
c) the problem parameters satisfy a > 0, µ ∈ R, x0 ∈ R.
Then, for the equation with a nonlocal term in time (12) under the initial conditions (2), (3), the

following statements hold:
if µ < 0, there exists a unique solution u(x, t) ∈ C2(R× [0, T ]);
if µ = 0, a solution exists and is unique in the class C2(R× [0, T ]);
if µ > 0, a solution may exist only locally on some interval [0, t0).
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Finally, consider the equation

∂2u(x, t)

∂t2
= a2∂

2u(x, t)

∂x2
+ µ

∂2u(x, t)

∂t2

∣∣∣∣
x=x0

+ f(x, t), (16)

in which the nonlocal term depends on the second derivative of u(x, t) with respect to t at the fixed point
x = x0. This implies that the acceleration of the wave process at x0 influences the wave propagation.

Then the solution to problem (16) under conditions (2) and (3) can be represented as

u(x, t) =
µ

2a

t∫
0

x+a(t−τ)∫
x−a(t−τ)

∂2u(x, τ)

∂τ2

∣∣∣∣
x=x0

dξdτ +
1

2
u1(x, t) =

= µ

t∫
0

(t− τ)
∂2u(x, τ)

∂τ2

∣∣∣∣
x=x0

dτ +
1

2
u1(x, t). (17)

Since

d

dt

µ t∫
0

(t− τ)
∂2u(x, τ)

∂τ2

∣∣∣∣
x=x0

dτ

 = µ
∂u(x0, t)

∂t

∣∣∣∣t
0

= µ
∂u(x, t)

∂t

∣∣∣∣
x=x0

− µ∂u(x, 0)

∂t

∣∣∣∣
x=x0

,

d

dt

[
µ
∂u(x, t)

∂t

∣∣∣∣
x=x0

− µ∂u(x, 0)

∂t

∣∣∣∣
x=x0

]
= µ

∂2u(x, t)

∂t2

∣∣∣∣
x=x0

,

then by setting x = x0 in (17), we obtain

∂2u(x, t)

∂t2

∣∣∣∣
x=x0

= µ
∂2u(x, t)

∂t2

∣∣∣∣
x=x0

+
1

2

∂2u1(x, t)

∂t2

∣∣∣∣
x=x0

or
∂2u(x, t)

∂t2

∣∣∣∣
x=x0

=
1

2(1− µ)

∂2u1(x, t)

∂t2

∣∣∣∣
x=x0

.

From this, we arrive at the following theorem.

Theorem 3. Suppose the following conditions hold:
1) f(x, t) ∈ C((−∞, +∞)× [0, +∞)), g1(x), g2(x) ∈ C(−∞, +∞), a is a const,
2) µ 6= 1, µ is a parameter,

then the solution to problem (16), (2), (3) exists, is unique, and can be expressed in terms of the
solution of the classical wave problem together with an integral representation:

u(x, t) = µ

t∫
0

(t− τ)
∂2u(x, τ)

∂τ2

∣∣∣∣
x=x0

dτ +
1

2
u1(x, t),

where
∂2u(x, t)

∂t2

∣∣∣∣
x=x0

=
1

2(1− µ)

∂2u1(x, t)

∂t2

∣∣∣∣
x=x0

,

and the function u1(x, t) is given by formula (5).
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3 Solution of the boundary value problem for a hyperbolic equation with a fractional derivative

Now let us consider the equation

∂2u(x, t)

∂t2
= a2∂

2u(x, t)

∂x2
+ µ

[
0D

β
t u(x, t)

]
x=α(t)

+ f(x, t), (18)

subject to conditions (2), (3), where 0 ≤ β < 1. Here, the loading term is the fractional derivative
with respect to time of order β of u(x, t), evaluated at the point x = α(t), which moves through space
as a function of time. The presence of a fractional time derivative in the nonlocal term implies that
the state of the system at any given time depends on all of its past states, affecting how the wave
propagates.

Assume the functions

f(x, t) ∈ C((−∞, +∞)× [0, +∞)), g1(x), g2(x) ∈ C(−∞, +∞), (19)[
0D

β
t u(x, t)

]∣∣∣∣
x=α(t)

∈ C(−∞, +∞). (20)

Then the solution of the problem takes the form

u(x, t) =
µ

2a

t∫
0

x+a(t−τ)∫
x−a(t−τ)

[
0D

β
τ u(x, τ)

]∣∣∣∣
x=α(τ)

dξdτ +
1

2
u1(x, t) =

= µ

t∫
0

(t− τ)

[
0D

β
τ u(x, τ)

]∣∣∣∣
x=α(τ)

dτ +
1

2
u1(x, t). (21)

Here, [
0D

β
t u(x, t)

]∣∣∣∣
x=α(t)

= 0D
β
t

{
µ

t∫
0

(t− τ)

[
0D

β
τ u(x, τ)

]
dτ

}∣∣∣∣
x=α(τ)

+ û1(x, t)

∣∣∣∣
x=α(t)

, (22)

where

û1(x, t)

∣∣∣∣
x=α(t)

= 0D
β
t

{
1

2
u1(x, t)

}∣∣∣∣
x=α(t)

=
1

2Γ(1− β)

t∫
0

∂u1(x,τ)
∂τ

(t− τ)β
dτ

∣∣∣∣
x=α(t)

. (23)

Introduce the notation

ψ(t) = 0D
β
t u(x, t)

∣∣∣∣
x=α(t)

. (24)

Then equation (22) becomes:

ψ(t) = µ0D
β
t

{ t∫
0

(t− τ)ψ(τ)dτ

}
+ û1(x, t)

∣∣∣∣
x=α(t)

=

=
µ

Γ(1− β)

t∫
0

[ τ∫
0

(τ − τ1)ψ(τ1)dτ1

]′
τ

(t− τ)β
dτ + û1(x, t)

∣∣∣∣
x=α(t)

=

184 Bulletin of the Karaganda University



Solutions of boundary ...

=
µ

Γ(1− β)

t∫
0

τ∫
0

ψ(τ1)dτ1

(t− τ)β
dτ + û1(x, t)

∣∣∣∣
x=α(t)

. (25)

Let us make a change of variables for the outer integral: t− τ = η. Then

ψ(t) =
µ

Γ(1− β)

t∫
0

t−η∫
0

ψ(τ1)dτ1

ηβ
dη + û1(x, t)

∣∣∣∣
x=α(t)

.

Hence,

ψ′(t) =
µ

Γ(1− β)

t∫
0

ψ(t− η)

ηβ
dη +

∂û1(x, t)

∂t

∣∣∣∣
x=α(t)

.

Reversing the substitution, we get

ψ′(t) =
µ

Γ(1− β)

t∫
0

ψ(τ)

(t− τ)β
dτ +

∂û1(x, t)

∂t

∣∣∣∣
x=α(t)

or

ψ′(t) =
µ

Γ(1− β)
ψ(t) ∗ t−β +

∂û1(x, t)

∂t

∣∣∣∣
x=α(t)

. (26)

From conditions (2) and (25) it follows that ψ(0) = 0. We shall solve this equation using the Laplace

transform. Let Ψ(p) = L[ψ(t)] denote the Laplace transform of ψ(t) and let U1(p) = L
[
∂û1(x,t)

∂t

∣∣∣∣
x=α(t)

]
be the transform of ∂û1(x,t)

∂t

∣∣∣∣
x=α(t)

, then L[ψ′(t)] = pΨ(p)−ψ(0) = pΨ(p), L[t−β] = Γ(1−β)
p1−β . Substituting

into (26), we obtain
pΨ(p) =

µ

Γ(1− β)
L[ψ(t) ∗ t−β] + U1(p).

By the convolution theorem for the Laplace transform,

pΨ(p) =
µ

Γ(1− β)
Ψ(p)

Γ(1− β)

p1−β + U1(p).

From this, it follows that

Ψ(p) =
p1−β

p2−β − µ
U1(p). (27)

From formula (1.80) [8, p. 21] with k = 0 we have

L[tβ̃−1E
α̃β̃

(±stα̃)] =
pα̃−β̃

pα̃ ∓ s
,

where s = µ, α̃ = 2− β, α̃− β̃ = 1− β, and which implies β̃ = 1. Therefore,

L−1

[
p1−β

p2−β − µ

]
= E2−β;1(µt2−β),
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where E2−β;1(µt2−β) is the Mittag-Leffler function [8, p. 16-17] . Applying the inverse Laplace trans-
form to (27) yields:

ψ(t) = E2−β;1(µt2−β) ∗ ∂û1(x, t)

∂t

∣∣∣∣
x=α(t)

(28)

or

ψ(t) =

∫ t

0
E2−β,1(µ(t− s)2−β) ·

[
∂û1(x, s)

∂s

∣∣∣
x=α(s)

]
ds.

Thus, the theorem is proved.

Theorem 4. The integro-differential equation (26) with the homogeneous initial condition ψ(0) = 0

has a solution in the class C([0, T ]) for any continuous right-hand side
[

0D
β
t u(x, t)

]
x=α(t)

, where

0 ≤ β < 1, and its solution is given by formula (28).
By substituting (28) into (21) and taking into account (24), we obtain the solution of problem (18),

(2), (3).

Theorem 5. Let the functions f (x, t), g1(x), g2(x) satisfy conditions (19). Then the boundary-value
problem (18), (2), (3) has, in the class (20), a unique solution given by

u(x, t) = µ

t∫
0

(t− τ)ψ(τ)dτ +
1

2
u1(x, t),

where the functions ψ(t), u1(x, t) и û1(x, t)

∣∣∣∣
x=α(t)

are determined by formulas (28), (23) and (5).

Conclusion

Thus, in this work, various forms of the wave equation with nonlocal terms and a fractional deriva-
tive were investigated. Solutions were presented for equations whose nonlocal terms depend on the
values of the function and its derivatives at fixed points, and the case of an equation with a fractional
derivative was examined, which makes it possible to model memory effects. The solution method,
based on applying the Laplace transform, enabled us to obtain analytical or semi-analytical solutions.
These solutions illustrate the influence of nonlocal effects and hereditary properties on the dynamics
of wave processes. The results obtained are of great significance for understanding the behavior of
complex systems, where interaction is not restricted to local interactions and where the system’s past
states affect its current behavior.
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This study presents exponentially fitted finite difference methods for solving a singularly perturbed nonlin-
ear differential-difference equation that consists of a small negative shift. The quasilinearization technique
is applied to the nonlinear problem and a sequence of linear problems is obtained. The resulting linear
problems are treated with exponentially fitted finite difference methods of higher order. The methods
developed in this paper are studied for stability and convergence. Numerical results using the proposed
methods are presented for two test problems and hence the efficiency of the methods is demonstrated.
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Introduction

Singularly perturbed nonlinear differential equations pose significant challenges in various fields of
engineering and applied science [1]. As a result of the nonlinearity, the perturbation parameter, and the
delay parameter, these problems become more challenging to solve. Lange and Miura [2] initiated the
analysis of singularly perturbed nonlinear differential-difference equations and explored the existence
and uniqueness of solutions to these boundary value problems.

A B-spline collocation method was proposed by Kadalbajoo and Kumar in [3] to solve a singularly
perturbed nonlinear differential-difference equation with a negative shift. In an effort to improve the
accuracy of the exact solution in the boundary layer region, they developed a piecewise uniform mesh.
Ravi Kanth and Murali [4] developed an exponentially fitted spline method to solve nonlinear singularly
perturbed delay differential equations. The same authors in [5] presented a numerical technique for
solving a certain type of nonlinear singularly perturbed delay differential equation, which utilizes
parametric cubic splines and a special mesh structure.

Lalu and Phaneendra [6] proposed a computational method for nonlinear delay differential equa-
tions, which consists of the reduction of the nonlinear problem into a sequence of linear problems using
the quasilinearization technique and trigonometric spline approach suggested to solve the sequence
of singularly perturbed linear delay differential equations. Chandru et al. [7] utilized a hybrid dif-
ference scheme on a Shishkin mesh to solve a singularly perturbed reaction-diffusion problem with a
discontinuous source term.

The authors Sirisha et al, in [8] introduced a mixed finite difference approach for solving singularly
perturbed differential-difference equations with mixed shifts by applying domain decomposition. Sub-
burayan and Ramanujam [9] provided uniformly convergent finite difference methods with piecewise
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linear interpolation on Shishkin meshes to solve singularly perturbed boundary value problems for
second order ordinary delay differential equations of convection-diffusion type.

Woldaregay and Duressa [10] proposed the numerical treatment of singularly perturbed differential
difference equations involving mixed small shifts in the reaction terms. Woldaregay and Duressa [11]
devised a fitted operator mid-point upwind finite difference technique for solving a singularly perturbed
differential equation with a small delay in convection and reaction terms. Ranjan and Gowrisankar [12]
developed numerical methods for linear convection-diffusion singular perturbation problems on Shishkin
mesh utilizing the non-symmetric discontinuous Galerkin finite element method with interior penalty
methods.

Prathap and Rao [13] presented a uniformly convergent finite difference technique on a uniform
mesh, for solving singularly perturbed boundary value problems of second order ordinary differential-
difference equation of convection-diffusion type. The same authors in [14], developed numerical tech-
niques using non-polynomial splines for singularly perturbed boundary value problems with mixed
shifts on a Shishkin mesh. Chakravarthy and Kumar [15] developed a numerical technique utilizing an
adaptive grid to solve a time-dependent singularly perturbed differential-difference convection-diffusion
problem.

Kumar [16] proposed the numerical solution using the Shishkin mesh for a class of time-dependent
singularly perturbed convection-diffusion problems containing retarded terms. Ranjan and Prasad [17]
employed an exponentially fitted three-term finite difference method to approximate the solution of
a singularly perturbed differential equation with small shifts. Rao and Chakravarthy [18] presented
exponentially fitted finite difference methods for a class of time-dependent singularly perturbed one-
dimensional convection diffusion problems with small shifts.

Kiltu et al. [19] presented a method for solving singularly perturbed delay reaction-diffusion equa-
tions with layers or oscillatory behavior. Tefera et al. [20] introduced a new fitted operator method
for a singularly perturbed parabolic convection-diffusion problem. Vivek and Rao [21] presented one-
dimensional singularly perturbed parabolic partial differential difference equations with mixed shifts
using fitted operator spline in compression and adaptive spline methods. Chakravarthy et al. [22]
presented the numerical solution using spline in tension on a uniform mesh for second-order singularly
perturbed delay differential equations. Hassen and Duressa [23] developed a non-classical numerical
method to solve a class of singularly perturbed delay parabolic convection-diffusion problems with
Dirichlet boundary conditions.

It is widely recognized that classical numerical approaches yield erroneous results when applied to
problems with smaller values of the perturbation parameter. Also, the nonlinearity in the equation
poses challenges during discretization. Hence effective numerical techniques are needed to solve these
equations, whose precision remains constant regardless of the perturbation parameter and also con-
verges consistently. This motivates us to develop parameter-uniformly convergent numerical methods
for singularly perturbed nonlinear boundary value problems with negative shift. In the present study
we use the methods described in [24] and [25] for solving nonlinear boundary value problems and
develop fitted operator finite difference methods for the linearized problem.

The following is the content arrangement in this paper. In Section 1, we provide a description of the
problem being investigated and outline the necessary smoothness requirements for functions. Also, the
quasilinearization technique is discussed, by which, the nonlinear differential equation is linearized and
a sequence of linear equations is obtained and the convergence of the sequence of equations is studied.
In Section 2, a modified form of the sequence of linear equations is obtained and some basic properties
of the analytical solution are discussed. The numerical schemes for these linear problems are described
in Section 3 and also the convergence analysis of the methods is carried out. Section 4 presents the
numerical results for the test problems, while Section 5 provides the discussion and conclusions.
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1 Statement of the problem

The following nonlinear differential-difference equation with a singular perturbation is considered:

εy ′′ = f
(
x , y(x ), y ′(x − δ)

)
, 0 ≤ x ≤ 1 (1)

subject to the interval and the boundary conditions

y(x ) = φ(x ); −δ ≤ x ≤ 0, and y(1) = β, (2)

where 0 < ε� 1 is a singular perturbation parameter and δ is the shift parameter such that 0 < δ < ε.
The function y(x ) in (1)–(2) is assumed to be continuous across the interval [0, 1] and has continuous
derivatives over the open interval (0, 1).

It is also assumed that f
(
x , y(x ), y ′(x − δ)

)
= f̂(x , y , z), which is a smooth function that satisfies

the following conditions:
• ∂f̂

∂y > 0, ∂f̂
∂z ≤ 0, ∂f̂

∂y −
∂f̂
∂z ≥M > 0, where M is a constant with a positive value.

• The growth constraint f̂(x , y , z) = O(z2) as z →∞ for all real y and z and all x ∈ [0, 1].
The problem (1)–(2) has a unique solution when δ = 0 and the conditions stated above are satisfied.

1.1 The Quasilinearization Technique

We apply the quasilinearization process [26] described below to develop a numerical scheme for the
nonlinear problem (1)–(2):
• An initial guess y (0)(x ) for the solution of the problem (1) is considered, which also satisfies the
interval and boundary conditions

y (0)(x ) = φ(x ), −δ ≤ x ≤ 0, y (0)(1) = β.

• Then the following sequence of boundary value problems is obtained:

εy ′′(k+1)
(x ) = f

(
x , y (k)(x ), y ′(k)(x − δ)

)
, (3)

with y (k+1)(x ) = φ(x ), −δ ≤ x ≤ 0, y (k+1)(1) = β.

• After expanding the right-hand side of equation (3) in terms of Taylor series around y (k), we get

εy ′′(k+1)
(x ) =f

(
x , y (k)(x ), y ′(k)(x − δ)

)
+
(

y ′(k+1)
(x − δ)− y ′(k)(x − δ)

)( ∂f
∂y ′

)(k)

+
(

y (k+1)(x )− y (k)(x )
)(∂f

∂y

)(k)

+ . . .

(4)

• We get the recurrence relation for the singularly perturbed linear differential-difference equations
by modifying the terms of (4).

εy ′′(k+1)
(x )−

(
∂f

∂y ′

)(k)

y ′(k+1)
(x − δ)−

(
∂f

∂y

)(k)

y (k+1)(x ) = f (k)
(

x , y (k)(x ), y ′(k)(x − δ)
)

−
(
∂f

∂y

)(k)

y (k)(x )−
(
∂f

∂y ′

)(k)

y ′(k)(x − δ), with y (k+1)(x ) = φ(x ), −δ ≤ x ≤ 0, y (k+1)(1) = β.

(5)
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• For simplicity, we denote

a(k)(x ) = −
(
∂f

∂y ′

)(k)

, b(k)(x ) = −
(
∂f

∂y

)(k)

and

r(k)(x ) = f (k)
(

x , y (k)(x ), y ′(k)(x − δ)
)
−
(
∂f

∂y

)k
y (k)(x )−

(
∂f

∂y ′

)(k)

y ′(k)(x − δ)

so that (5) can be written as

εy ′′(k+1)
(x ) + a(k)(x )y ′(k+1)

(x − δ) + b(k)(x )y (k+1)(x ) = r(k)(x ), (6)

with the interval and boundary conditions

y (k+1)(x ) = φ(x ), −δ ≤ x ≤ 0, y (k+1)(1) = β. (7)

Therefore, for k = 0, 1, 2, . . ., we solve the sequence of linear equations (6) subject to the interval
and boundary conditions (7) rather than the original nonlinear problem (1)–(2). The solutions y (k)(x )
converge to the solution y(x ) of the original nonlinear differential equation for large values of k.
However, numerically, we require that |y (k+1)(x ) − y (k)(x )| < µ, 0 ≤ x ≤ 1, where µ is the imposed
tolerance. The iterations can be terminated if the aforementioned requirements are satisfied, resulting
in the solution to equations (1)–(2).

The convergence of the sequence of solutions of (6)–(7) is given in the form of the Lemma below:

Lemma 1. If 〈ψ(k)〉 is the sequence of solutions of (6)–(7), k = 0, 1, 2, . . ., then

max
0≤x≤1

∣∣∣(ψ(k+1) − ψ(k)
)

(x )
∣∣∣ ≤ κ1 max

0≤x≤1

(
ψ(k) − ψ(k−1)

)2
, κ1 < 1.

Proof. Consider the sequence of solutions 〈ψ(k)〉, k = 0, 1, 2, . . . obtained by quasilinearization
of (1)–(2).

With ψ(0)(x ) as the initial approximation, equation(3) yields:

εψ′′
(k)

(x ) = f (k−1) +
(
ψ(k) − ψ(k−1)

)
fψ(ψ(k−1)), (8)

where f (k) = f
(
x, ψ(k)(x ), ψ′(k)(x − δ)

)
and fψ = ∂f

∂ψ .
From equation (3) and equation (8), we have

ε
(
ψ(k+1) − ψ(k)

)′′
(x ) = f (k) − f (k−1) −

(
ψ(k) − ψ(k−1)

)
fψ(ψ(k−1)) +

(
ψ(k+1) − ψ(k)

)
fψ(ψ(k)). (9)

Equation (9) is a second order dfferential equation in
(
ψ(k+1) − ψ(k)

)
. By using Green’s function,

equation (9) will be equivalent to the following integral form

ε
(
ψ(k+1) − ψ(k)

)
(x ) =

∫ 1

0
G(x , s)

[
f (k) − f (k−1) −

(
ψ(k) − ψ(k−1)

)
fψ(ψ(k−1))

+
(
ψ(k+1) − ψ(k)

)
fψ(ψ(k))

]
ds.

(10)
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The Green’s function G(x , s) is determined by

G(x , s) =

{
(x − 1)s, 0 ≤ s ≤ x ≤ 1,

x (s− 1), 0 ≤ x ≤ s ≤ 1,

where max
x ,s
|G(x , s)| = 1/4.

Applying the mean value theorem [4], we can conclude that

f (k) − f (k−1) =
(
ψ(k) − ψ(k−1)

)
fψ(ψ(k−1)) +

(
ψ(k) − ψ(k−1))2

2
fψψ(θ), (11)

where ψ(k−1) ≤ θ ≤ ψ(k).

By replacing the expression (10) with equation (11), we obtain

ε
(
ψ(k+1) − ψ(k)

)
=

∫ 1

0
G(x , s)

[(
ψ(k) − ψ(k−1)

)2
fψψ(θ)/2 +

(
ψ(k+1) − ψ(k)

)
fψ(ψ(k))

]
ds. (12)

Let max‖ψ‖≤1 fψ(ψ) = a1, max‖ψ‖≤1 fψψ(ψ) = a2. By evaluating the largest absolute value over the
entire domain of interest for both sides of equation (12), we obtain

max
0≤x≤1

|
(
ψ(k+1) − ψ(k)

)
(x )| ≤ 1

4ε

∫ 1

0

[
max
0≤x≤1

(
ψ(k) − ψ(k−1))2

2
max
0≤x≤1

|fψψ(θ)|

+ max
0≤x≤1

|
(
ψ(k+1) − ψ(k)

)
| max
0≤x≤1

|fψ(ψ(k))|
]
ds.

Through the process of simplification, we obtain the following result:

max
0≤x≤1

∣∣∣(ψ(k+1) − ψ(k)
)

(x )
∣∣∣ ≤ κ1 max

0≤x≤1

(
ψ(k) − ψ(k−1)

)2
,

since κ1 = a2/(8ε(1− a1/4ε)) < 1.

This demonstrates that the series 〈ψ(k)〉 of linear equations converges quadratically if κ1 < 1, thus
satisfying the lemma.

2 Continuous problem

Assuming that the delay parameter δ is smaller than the perturbation parameter ε, the expression
y ′(k+1)(x − δ) can be expanded using Taylor’s series and hence the sequence of problems (6)–(7) is
transformed into a sequence of boundary value problems:

(ε− δa(k)(x ))y ′′(k+1)
(x ) + a(k)(x )y ′(k+1)

(x ) + b(k)(x )y (k+1)(x ) = r(k)(x ), (13)

subject to
y (k+1)(0) = φ(0), y (k+1)(1) = β. (14)

For δ = 0, the solution of the above problem shows a boundary layer on either the left or right side of
the interval, depending on the sign of the coefficient a(k)(x ). Specifically, if a(k)(x ) > 0, the boundary
layer is on the left side, and if a(k)(x ) < 0, the boundary layer is on the right side. Here, we consider
δ 6= 0 but comparable to ε, to study the effects on the boundary layer behavior of the solution to the
problem (1). We presuppose that a(k)(x ) ≥M > 0 and b(k)(x ) ≤ −θ < 0 for positive constants M , θ.
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We define the operator

L (π(x )) ≡ µ(k)(x ))π′′
(k+1)

(x ) + a(k)(x )π′
(k+1)

(x ) + b(k)(x )π(k+1)(x ) = r(k)(x ),

where µ(k)(x )) = (ε − δa(k)(x )), and hence from the following Lemma, show that L (π(x )) satisfies
the minimum principle:

Lemma 2. If π(s) is a smooth function satisfying the conditions π(0) ≥ 0 and π(1) ≥ 0, then
L
(
π(k+1)(s)

)
≥ 0 for s in the interval [0, 1], whenever π(k+1)(s) ≤ 0 for s in the interval (0, 1).

Proof. Let us consider z ∈ [0, 1] be such that π(k+1)(z) = mins∈[0,1] π
(k+1)(s) and suppose that

π(k+1)(z) < 0. It is evident that z /∈ {0, 1}. Consequently, π′(k+1)(z) = 0 and π′′(k+1)(z) ≥ 0.
So we have, L π(k+1)(z) = µ(k)(z)π′′(k+1)(z) + a(k)(z)π′(k+1)(z) + b(k)(z)π(k+1)(z) > 0. This con-

tradicts our assumption that π(k+1)(z) < 0.
Thus, it follows that π(k+1)(z) ≥ 0 so π(k+1)(s) ≥ 0 for every s in the interval [0, 1].

The following lemma provides the stability estimate for the solution of the continuous problem (13).

Lemma 3. Let y (k+1)(x ) denote the solution to equations (13) and (14), then ‖y (k+1)‖ ≤ θ−1‖r(k)‖+
+ max(|φ0|, |β|) , here ‖.‖ is L∞ norm given by ‖y (k+1)‖ = maxs∈[0,1] |y (k+1)(s)|.

Proof. We define two barrier functions ψ± as follows:

ψ±(x ) = Θ−1‖r(k)‖+ max(|φ0|, |β|)± y (k+1)(x ).

Then we have ψ±(0) = Θ−1‖r(k)‖+ max(|φ0|, |β|)± y (k+1)(0), since y (k+1)(0) = φ0 ≥ 0. Furthermore
ψ±(1) = Θ−1‖r(k)‖+ max(|φ0|, |β|)± y (k+1)(1), since y (k+1)(1) = β ≥ 0.

Then also
Lψ±(x ) =µ(k)(x )(ψ±(x ))′′ + a(k)(x )(ψ±(x ))′ + b(k)(x )ψ±(x )

=b(k)(x )
[
Θ−1‖r(k)‖+ max(|φ0|, |β|)

]
±L y (k+1)(x )

=b(k)(x )
[
Θ−1‖r(k)‖+ max(|φ0|, |β|)

]
± r(k)(x ).

Since we have b(k)(x )Θ−1 ≤ −1, b(k)(x ) ≤ −Θ < 0, using in the above inequality, we will get

Lψ±(x ) ≤
(
−‖r‖ ± r(k)(x )

)
+ b(k)(x ) max(|φ0|, |β|) ≤ 0 ∀ x ∈ (0, 1),

where ‖r‖ ≥ r(k)(x ).

According to the minimal principle [27], it is evident that ψ±(x ) ≥ 0 for all x ∈ (0, 1). Therefore,
the desired estimate is satisfied.

Considering y (k+1)(x ) = Y (x ), we show an approximation for the discrete solution, in the following
lemma:

Lemma 4. Let Y (x ) = (Y0)
outer + (Y0)

inner be the zeroth order estimation to the solution of
equations (13) and (14). The term (Y0)

outer represents the zeroth order estimation of the solution in
the outer region, while (Y0)

inner represents the zeroth order estimation in the boundary layer region.
Following that, for a given positive integer j,

lim
h→0

Y (jh) ≈ (Y0)
outer(0) + (φ(0)− (Y0)

outer(0))e−a
(k)(0)jρ, with ρ =

h

µ(k)(0)
.
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Proof. For ε = 0, the reduced problem (13) is as follows:

a(k)(x )
(
(Y0)

outer(x )
)′

+ b(k)(Y0)
outer(x ) = r(k)(x ), (Y0)

outer(1) = β

and the boundary layer region problem is(
(Y0)

inner(x̂ )
)′′

+ a(k)(0)
(
(Y0)

inner(x̂ )
)′

= 0,

(Y0)
inner(0) = φ0 − (Y0)

outer(0), (Y0)
inner(∞) = 0, where x̂ =

x
ε− δM

.

According to the theory of singular perturbations [28], the zeroth order asymptotic approximations to
the problem’s solution are

Y (x ) = (Y0)
outer(x ) +

a(k)(0)

a(k)(x )
(φ0 − (Y0)

outer(0))e
−

x∫
0

a(k)(x )
µ(k)(x )

dx
.

Given that the coefficients are locally constant on a small grid,

Y (x ) = (Y0)
outer(x ) + (φ0 − (Y0)

outer(0))e
− a

(k)(0)

µ(k)(0)
x

and hence, at the mesh points,

Y (xj) = (Y0)
outer(xj) + (φ0 − (Y0)

outer(0))e
− a

(k)(0)

µ(k)(0)
xj
, j = 0, 1, . . . , N,

Y (jh) = (Y0)
outer(jh) + (φ0 − (Y0)

outer(0))e
− a

(k)(0)

µ(k)(0)
jh
.

Therefore, lim
h→0

Y (jh) = (Y0)
outer(0) + (φ0 − (Y0)

outer(0))e−a
(k)(0)jρ regarding j = 0, 1, . . . , N, for

ρ = h
µ(k)(0)

.

3 Numerical schemes

We rewrite Eq.(13) as
µ(k)(x )y ′′(k+1)

(x ) = g(x , y (k+1), y ′(k+1)
) (15)

with g(x , y (k+1), y ′(k+1)
) = r(k)(x )− a(k)(x )y ′(k+1)

(x )− b(k)(x )y (k+1)(x ). (16)

Now, we will partition the interval [0, 1] into N equal segments with a constant mesh length h. This
means that the mesh points xn = nh, n = 0, 1, 2, . . . , N.

3.1 Exponentially Fitted Higher Order Method-1 (EFHOM-1)

We use the finite difference technique proposed by Chawla [24] for solving the general non-linear
boundary value problem, which may be expressed as u′′ = g(x, u, u′).

u′s =
(us+1 − us−1)

2h
, u′s+1 =

(3us+1 − 4us − us−1)
2h

, u′s−1 =
(−us+1 + 4us − 3us−1)

2h
,

u
′
s =u′s −

h

20
(gs+1 − gs−1),

us+1 − 2us + us−1
h2

=
1

12

(
gs+1 + 10gs + gs−1

)
,

where gs = g(xs, us, u
′
) and gs±1 = g(xs±1, us±1, u

′
s±1).
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Now, we introduce the fitting parameter σ(ρ) for the second derivative and apply the preceding
approach to equation (15), replacing a(k)(x ), b(k)(x ) and r(k)(x ) for convenience, with a(x ), b(x ) and
r(x ) respectively. In this context, we consider the initial approximation y (0)(x ) as the solution to the
reduced problem of (13)–(14). The succeeding approximations {y (k)(x )}∞k=0 are then determined by
(15)–(16). We get the tridiagonal scheme

Eny (k+1)
n−1 + Fny (k+1)

n +Gny (k+1)
n+1 = Hn, n = 1, 2, . . . , N − 1, (17)

here

En =µnσn +
han+1

24
− 5han

12
+
h2anan+1

48
+
h2anan−1

16
− h3anbn−1

24
− han−1

8
− h2bn−1

12
,

Fn =− 2µnσn −
han+1

6
− h2anan+1

12
− h2anan−1

12
+

5h2bn
6

+
han−1

6
,

Gn =µnσn +
han+1

8
+
h2bn+1

12
+

5han
12

+
h2anan+1

16
+
h3anbn+1

24
+
h2anan−1

48
− han−1

24
,

Hn =
h2

12

{
(1− han

2
)rn−1 + 10rn + (1 +

han
2

)rn+1

}
.

The tri-diagonal scheme mentioned above, which refers to EFHOM-1, together with the boundary
conditions (14), is solved using the Thomas Algorithm. Applying Lemma 4, we obtain the fitting
parameter: σ(ρ) = a(0)ρ

2 coth
(
a(0)ρ
2

)
. It represents a constant fitting parameter. Generally, we take

the variable fitting parameter into account, i.e,

σn =
a(xn)ρn

2
coth

(
a(xn)ρn

2

)
, where ρn =

h

µn
. (18)

3.1.1 Convergence Analysis for EFHOM-1

Multiplying h both sides in the tridiagonal scheme (17) using boundary conditions, the system of
equations is represented in matrix form as

(D + J)W + K + T (h) = 0, (19)

here

D =
(µnσn

h , −µnσn
h , µnσn

h

)
=


−2µ1σ1

h
µ1σ1
h 0 · · · 0

µ2σ2
h

−2µ2σ2
h

µ2σ2
h · · · 0

0 . . · · · .
. . . · · · .

0 · · · 0
µN−1σN−1

h
−2µN−1σN−1

h

 ,

J =
(
p̌m, pm, p̂m

)
=


p1 p̂1 0 · · · 0
p̌2 p2 p̂2 · · · 0
0 . . · · · .
. . . · · · .
0 · · · 0 p̌N−1 pN−1

 , T (h) = O(h4),

p̌n =
1

12

[
hbn−1 +

an+1

2
− 5an −

h2anbn−1
2

− 3an−1
2

+
han(an+1 + 3an−1)

4

]
,

pn =

[
5hbn

6
− (an+1 − an−1)

6
− han(an+1 + an−1)

12

]
,
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p̂n =
1

12

[
hbn+1 +

3an+1

2
+ 5an +

h2anbn+1

2
− an−1

2
+
han(3an+1 + an−1)

4

]
and

K =
[
k1 +

(µ1σ1
h

+ r1

)
φ0, k2, k3, . . . , kN−2, kN−1 +

(µN−1σN−1
h

+ tN−1

)
β
]T
,

where

Kn =− 1

12

[
h(rn+1 + 10rn + rn−1) +

h2an(rn+1 − rn−1)
2

]
, n = 1, 2, . . . , N − 1.

Here, W = [W1,W2, . . . ,WN−1]
T , the truncation errors occured at the mesh points

T (h) = [T1,T2, . . . ,TN−1]T .
Let W = [w1, w2, . . . , wN−1]

T ∼= Y which at first fulfills the equation

(D + J)w + K = 0. (20)

Let en = wn −Wn, n = 1, 2, . . . , N − 1 denote the discretization error. This will ensure that
E = [e1, e2, . . . , eN−1]

T = w −W .
Now subtracting (20) from (19), we get

(D + J)E = T (h). (21)

Considering |a(x )| ≤ c1, |b(x )| ≤ c2, for positive constants c1, c2 and Ji,j , the (i, j)th element of the
matrix J, we have

|Jn,n+1| =|p̂n| ≤
1

12

(
hc2 + 6c1 +

h2c1c2
2

+ hc21

)
,

|Jn,n−1| =|p̌n| ≤
1

12

(
hc2 − 6c1 −

h2c1c2
2

+ hc21

)
.

For sufficiently small h, we have

µnσn
h

+ |Jn,n+1| ≤
c1
12

(µnσn
h

+ 1
)
6= 0, n = 1, 2, . . . , N − 2,

µnσn
h

+ |Jn,n−1| ≤
c1
12

(µnσn
h

+ 1
)
6= 0, n = 1, 2, . . . , N − 1.

Therefore, the matrix is irreducible according to Varga’s research [29], ensuring the stability and
robustness of the numerical scheme (17).

Define Sn as the sum of the elements in the nth row of the matrix (D + J), then we have

Sn =− µnσn
h

+
5hbn

6
− han+1

24
+

5an
12

+
an−1

8
+
hbn+1

12
− hanan+1

48
− hanan−1

16
+
h2anbn+1

24
, n = 1,

Sn =− µnσn
h

+
hbn−1

12
− an+1

8
− 5an

12
+
an−1
24
− hanan+1

16
− hanan−1

48
− h2anbn−1

24
+

5hbn
6

, n = N − 1,

Sn =
h(bn−1 + 10bn + bn+1)

12
+
h2an(bn+1 − bn−1)

24
, for n = 2 , 3 , ... , N − 2.

Let c1∗ = min |a(x )|, c∗1 = max |a(x )| and c2∗ = min |b(x )|, c∗2 = max |b(x )|, then 0 < c1∗ ≤ c1 ≤ c∗1
and 0 < c2∗ ≤ c2 ≤ c∗2.

It can be readily confirmed that the sum of D and J, denoted as (D + J), exhibits monotonic
behavior, as stated in references [29] and [30].
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From this (D + J)−1 exists because (D + J)−1 ≥ 0. Based on the error equation (21), we deduce
that

||E || = ||(D + J)−1|| · ||T ||.

When h is small enough, we have

Sn >
h2

24
c1c2 for n = 1, N − 1 and

Sn >
h2

24
c1c for n = 2, 3, . . . , N − 2, where c = |bn+1 − bn−1|.

(22)

Let consider (D + J)−1(n,i) be the (n, i)th element of (D + J)−1 and we define

||(D + J)−1|| = max
1≤n≤N−1

N−1∑
i=1

(D + J)−1n,i and ||T (h)|| = max
1≤n≤N−1

|Tn |,

since (D + J)−1(n,i) ≥ 0 and
N−1∑
i=1

(D + J)−1(n,i) · Si = 1 for n = 1, 2, . . . , N − 1.

One has (D + J)−1(n,1) ≤
1

S1
≤ 24

h2c1c22
and (D + J)−1(n,N−1) ≤

1

SN−1
≤ 24

h2c1c22
.

Additionally
N−2∑
i=2

(D + J)−1(n,i) ≤
1

min
2≤i≤N−2

Si
≤ 24

h2c1c
for n = 1, 2, . . . , N − 1.

So, using equations (21) and (22), we get

||E || = 24

h2

[
1

c1c2
+

1

cc1
+

1

c1c2

]
×O(h4) = O(h2).

This demonstrates the convergence of the finite difference scheme (17).

3.2 Exponentially Fitted Higher Order Method-2 (EFHOM-2)

In this section, we consider the finite difference method proposed by Chawla [25] for the general
nonlinear boundary value problem of the form w′′ = g(x,w,w′), as illustrated below:

w′s =
1

2h
[ws+1 − ws−1], w′s+1 =

1

2h
[3ws+1 − 4ws + ws−1], w′s−1 =

1

2h
[−ws+1 + 4ws − 3ws−1],

w
′
s+1 =

1

2h
[ws+1 − ws−1] +

h

3
[2gs + gs+1], w

′
s−1 =

1

2h
[ws+1 − ws−1]−

h

3
[2gs + gs−1],

ws+ 1
2

=
1

32
[15ws+1 + 18ws − ws−1]−

h2

64
[3gs+1 + 4gs − gs−1],

ws− 1
2

=
1

32
[−ws+1 + 18ws + 15ws−1]−

h2

64
[−gs+1 + 4gs + 3gs−1],

w
′
s+ 1

2
=

1

4h
[5ws+1 − 6ws + ws−1]−

h

48
[3gs+1 + 8gs + gs−1],

w
′
s− 1

2
=

1

4h
[−ws+1 + 6ws − 5ws−1]−

h

48
[gs+1 + 8gs + 3gs−1],

ŵ′s = w′s + h

[
1

78
(gs+1 − gs−1)−

1

52
(gs+1 − gs−1)−

2

13
(gs+ 1

2
− gs− 1

2
)

]
,

[ws−1 − 2ws + ws+1] =
h2

60

[
26ĝs + gs+1 + gs−1 + 16(gs+ 1

2
+ gs− 1

2
)
]
,
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where
gs±1 = g(xs±1, ws±1, w

′
s±1), gs± 1

2
= g(xs± 1

2
, ws± 1

2
, w
′
s± 1

2
), ĝs = g(xs, ws, ŵ

′
s).

Now, we introduce the fitting parameter σ(ρ) to represent the second derivative and then apply the
previously described approach to equation (15). The solution of the simplified problem of (13)–(14)
is considered to be the initial approximation y (0)(x ), and the succeeding approximations {y (k)(x )}∞k=0

are determined by (15)–(16). We will get the tridiagonal scheme

Eny (k+1)
n−1 + Fny (k+1)

n +Gny (k+1)
n+1 = Hn, n = 1, 2, . . . , N − 1, (23)

where

En =µnσn +
han+1/2

15
− han+1

120
−
han−1/2

3
− han−1

120
+
h2bn−1

60
+
h2bn−1/2

8
−
h2bn+1/2

120
− 13han

60

−
h2a2n−1

120
−
h2a2n+1

360
− 7h2an−1an

720
− h2an+1an

720
+

19h2an−1/2an

180
−
h2an+1/2an

180
− h3bn−1an

360

−
19h3bn−1/2an

480
−
h3bn+1/2an

96
+
h2an−1an−1/2

40
−
h2an−1an+1/2

120
−
h2an+1an−1/2

360

+
h2an+1an+1/2

120
+
h3an−1a

2
n

360
+
h3an+1a

2
n

360
+
h3a2n−1an

240
−
h3a2n+1an

720
−
h3an−1/2a

2
n

180

−
h3an+1/2a

2
n

180
+
h3an−1bn−1

180
−

3h3an−1bn−1/2

160
+
h3an−1bn+1/2

160
−
h3an+1bn−1/2

480

+
h3an+1bn+1/2

160
−
h3an−1/2bn−1

60
+
h3an+1/2bn−1

180
+
h4bn−1/2a

2
n

480
−
h4bn+1/2a

2
n

480

+
h4bn−1bn−1/2

80
−
h4bn−1bn+1/2

240
−
h3an−1an−1/2an

160
−
h3an−1an+1/2an

480
+
h3an+1an−1/2an

1440

+
h3an+1an+1/2an

480
− h4an−1bn−1an

360
+

3h4an−1bn−1/2an

640
+
h4an−1bn+1/2an

640
+
h4an+1bn−1/2an

1920

+
h4an+1bn+1/2an

640
+
h4an−1/2bn−1an

240
+
h4an+1/2bn−1an

720
−
h5bn−1bn−1/2an

320
−
h5bn−1bn+1/2an

960
,

Fn =− 2µnσn +
2han−1/2

5
−

2han+1/2

5
+

13h2bn
30

+
3h2bn−1/2

20
+

3h2bn+1/2

20
+
h2a2n−1

90
+
h2a2n+1

90

+
h2an−1an

90
+
h2an+1an

90
−
h2an−1/2an

10
−
h2an+1/2an

10
+
h3an−1bn

90
− h3an+1bn

90
−

2h3an−1/2bn

45

+
2h3an+1/2bn

45
−

3h3bn−1/2an

80
+

3h3bn+1/2bn

80
+
h4bn−1/2bn

60
+
h4bn+1/2bn

60
−
h2an−1an−1/2

30

+
h2an−1an+1/2

90
+
h2an+1an−1/2

90
−
h2an+1an+1/2

30
−
h3a2n−1an

180
+
h3a2n+1an

180
+
h3an−1bn−1/2

40

−
h3an−1bn+1/2

120
+
h3an+1bn−1/2

120
−
h3an+1bn+1/2

40
− h4an−1anbn

180
− h4an+1anbn

180
+
h4an−1/2anbn

90

+
h4an+1/2anbn

90
−
h5bn−1/2anbn

240
+
h5bn+1/2anbn

240
+
h3an−1an−1/2an

120
+
h3an−1an+1/2an

360

−
h3an+1an−1/2an

360
−
h3an+1an+1/2an

120
−
h4an−1bn−1/2an

160
−
h4an−1bn+1/2an

480
−
h4an+1bn−1/2an

480

−
h4an+1bn+1/2an

160
,
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Gn =µnσn +
han−1

120
+
han+1

120
−
han−1/2

15
+
han+1/2

3
+
h2bn+1

60
−
h2bn−1/2

120
+
h2bn+1/2

8
+

13han
60

−
h2a2n−1

360
−
h2a2n+1

120
− h2an−1an

720
− 7h2an+1an

720
−
h2an−1/2an

180
+

19h2an+1/2an

180
+
h3bn+1an

360

+
h3bn−1/2an

96
+

19h3bn+1/2an

480
+
h2an−1an−1/2

120
−
h2an−1an+1/2

360
−
h2an+1an−1/2

120

+
h2an+1an+1/2

40
− h3an−1a

2
n

360
− h3an+1a

2
n

360
+
h3a2n−1an

720
−
h3a2n+1an

240
+
h3an−1/2a

2
n

180

+
h3an+1/2a

2
n

180
− h3an+1bn+1

180
−
h3an−1bn−1/2

160
+
h3an−1bn+1/2

480
−
h3an+1bn−1/2

160

+
3h3an+1bn+1/2

160
−
h3an−1/2bn+1

180
+
h3an+1/2bn+1

60
−
h4bn−1/2a

2
n

480
+
h4bn+1/2a

2
n

480

−
h4bn+1bn−1/2

240
+
h4bn+1bn+1/2

80
−
h3an−1an−1/2an

480
−
h3an−1an+1/2an

1440
+
h3an+1an−1/2an

480

+
h3an+1an+1/2an

160
− h4an+1bn+1an

360
+
h4an−1bn−1/2an

640
+
h4an−1bn+1/2an

1920
+
h4an+1bn−1/2an

640

+
3h4an+1bn+1/2an

640
+
h4an−1/2bn+1an

720
+
h4an+1/2bn+1an

240
+
h5bn+1bn−1/2an

960
+
h5bn+1bn+1/2an

320
,

and

Hn =
13h2rn

30
+
h2rn−1

60
+
h2rn+1

60
+

4h2rn−1/2

15
+

4h2rn+1/2

15
+
h3an−1rn

90
− h3an+1rn

90
− h3rn−1an

360

+
h3rn+1an

360
−

2h3an−1/2rn

45
+

2h3an+1/2rn

45
−
h3rn−1/2an

15
+
h3rn+1/2an

15
+
h4bn−1/2rn

60

+
h4bn+1/2rn

60
+
h3an−1rn−1

180
− h3an+1rn+1

180
−
h3an−1/2rn−1

60
−
h3an−1/2rn+1

180
+
h3an+1/2rn−1

180

+
h3an+1/2rn+1

60
+
h4bn−1/2rn−1

80
−
h4bn−1/2rn+1

240
−
h4bn+1/2rn−1

240
+
h4bn+1/2rn+1

80
− h4an−1anrn

180

− h4an+1anrn
180

+
h4an−1/2anrn

90
+
h4an+1/2anrn

90
−
h5bn−1/2anrn

240
+
h5bn+1/2anrn

240
− h4an−1rn−1an

360

− h4an+1rn+1an
360

+
h4an−1/2rn−1an

240
+
h4an−1/2rn+1an

720
+
h4an+1/2rn−1an

720
+
h4an+1/2rn+1an

240

−
h5bn−1/2rn−1an

320
+
h5bn−1/2rn+1an

960
−
h5bn+1/2rn−1an

960
+
h5bn+1/2rn+1bn

320
.

The tri-diagonal scheme mentioned above, which refers to EFHOM-2, when combined with the
boundary conditions (14), is solved using the Thomas Algorithm. Here, we also employ lemma 4 to
determine the fitting parameter, which is equivalent to equation (18).

Note. Similar to Section 3.1.1, the convergence of the finite difference scheme (23) can be demon-
strated and proved to be of second order.

4 Numerical results

To test the efficiency of EFHOM-1 and EFHOM-2, we have applied them to two nonlinear singularly
perturbed differential-difference equations with small negative shift.
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Given that the precise solutions for these problems are not known for various values of δ, the
maximum absolute errors for the test problems are determined using the double mesh approach as
follows:

EN = max
0≤n≤N

|yNn − y2N
2n |.

The numerical rate of convergence for both examples has been calculated by the formula

RN =
log|EN/E2N |

log2
.

Example 1. εy ′′(x ) + 2y ′(x − δ) − ey(x ) = 0, along with the interval and boundary conditions
y(x ) = 0, −δ ≤ x ≤ 0, y(1) = 0.

The sequence of linear equations obtained by applying quasilnearization technique is given by the
following recurrence relation

εy ′′(k+1)
(x ) + 2y ′(k+1)

(x − δ)− ey(k)y (k+1)(x ) = ey(k)
(1− y (k)),

with the interval and boundary conditions y (k+1)(x ) = 0, −δ ≤ x ≤ 0, y (k+1)(1) = 0.

Example 2. εy ′′(x ) + y(x )y ′(x − δ) − y(x ) = 0, along with the interval and boundary conditions
y(x ) = 1, −δ ≤ x ≤ 0, y(1) = 1.

The sequence of linear equations obtained by applying quasilnearization technique is given by the
following recurrence relation

εy ′′(k+1)
(x ) + y (k)(x )y ′(k+1)

(x − δ) + (−1 + y ′(k)(x − δ))y (k+1)(x ) = y (k)(x )y ′(k)(x − δ),

with the interval and boundary conditions y (k+1)(x ) = 1, −δ ≤ x ≤ 0, y (k+1)(1) = 1.

5 Conclusion

In this paper, higher order fitted finite difference methods EFHOM-1 and EFHOM-2 are presented
for singularly perturbed nonlinear differential-difference equation with small negative shift.

The quasilinearization approach is utilized to transform the nonlinear problem into a series of linear
problems. Higher order fitted finite difference methods are applied to this sequence of linear problems.
It is theoretically proved that for all values of ε, the methods presented are uniformly convergent with
order 2.

The maximum absolute errors and the numerical rates of convergence for the solutions of the
problems 1 and 2 are calculated by the numerical schemes given in Section 3.1 and Section 3.2 and
are tabulated in Tables 1–4. The results in Tables 1 and 2 are compared with [3] and [4] respectively
and are found to be in good agreement. The impact of a shift on the problem’s solution’s layer
behavior is shown in Figures 1–4 obtained by the numerical method given in Section 3.1 and Section
3.2. The graphical illustrations described in [4] also reveal similar boundary layer behavior to that
depicted in the present paper. The log-log plot of maximum point-wise errors for Examples 1 and 2
using the methods EFHOM-1 and EFHOM-2 are plotted in Figures (5-6) respectively. These graphs
illustrate the decay of the maximum absolute errors as the number of mesh points increases, thereby
demonstrating the convergence of the proposed methods.

The effectiveness of the proposed methods and the implications of the shifts on the solution’s
layer behavior are both investigated. The present method offers significant advantages for solving the
nonlinear singularly perturbed differential-difference equations based on the comprehensive numerical
work on both examples.
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T a b l e 1
Maximum absolute errors EN for Example 1 with δ = 0.4ε

ε ↓ N → 100 200 300 400 500
EFHOM-1
10−2 8.8642E-04 3.9927E-04 2.2482E-04 1.4085E-04 9.4522E-05
10−3 8.9469E-04 4.4893E-04 2.9964E-04 2.2486E-04 1.7994E-04
10−4 8.9469E-04 4.4893E-04 2.9964E-04 2.2486E-04 1.7995E-04
10−5 8.9469E-04 4.4893E-04 2.9964E-04 2.2486E-04 1.7995E-04
10−6 8.9469E-04 4.4893E-04 2.9964E-04 2.2486E-04 1.7995E-04
10−7 8.9469E-04 4.4893E-04 2.9964E-04 2.2486E-04 1.7995E-04
10−8 8.9469E-04 4.4893E-04 2.9964E-04 2.2486E-04 1.7995E-04
10−9 8.9469E-04 4.4893E-04 2.9964E-04 2.2486E-04 1.7995E-04
10−10 8.9469E-04 4.4893E-04 2.9964E-04 2.2486E-04 1.7995E-04
EN 8.9469E-04 4.4893E-04 2.9964E-04 2.2486E-04 1.7995E-04
EFHOM-2
10−2 9.5217E-04 4.2995E-04 2.4284E-04 1.5255E-04 1.0260E-04
10−3 9.6088E-04 4.8237E-04 3.2201E-04 2.4167E-04 1.9340E-04
10−4 9.6088E-04 4.8237E-04 3.2201E-04 2.4167E-04 1.9341E-04
10−5 9.6088E-04 4.8237E-04 3.2201E-04 2.4167E-04 1.9341E-04
10−6 9.6088E-04 4.8237E-04 3.2201E-04 2.4167E-04 1.9341E-04
10−7 9.6088E-04 4.8237E-04 3.2201E-04 2.4167E-04 1.9341E-04
10−8 9.6088E-04 4.8237E-04 3.2201E-04 2.4167E-04 1.9341E-04
10−9 9.6088E-04 4.8237E-04 3.2201E-04 2.4167E-04 1.9341E-04
10−10 9.6088E-04 4.8237E-04 3.2201E-04 2.4167E-04 1.9341E-04
EN 9.6088E-04 4.8237E-04 3.2201E-04 2.4167E-04 1.9341E-04
Results in [3] for ε ∈ {10−1, 10−2, . . . , 10−8}
N → 64 128 256 512 1024
EN 5.655E-02 1.725E-02 5.420E-03 1.645E-03 4.817E-04

T a b l e 2
Maximum absolute errors EN for Example 2 with δ = 0.5ε

ε ↓ N → 100 200 300 400 500
EFHOM-1
2−2 2.4910E-05 6.2125E-06 2.7599E-06 1.5522E-06 9.9333E-07
2−4 8.2732E-05 2.0085E-05 8.8775E-06 4.9840E-06 3.1869E-06
2−6 4.6993E-04 8.3055E-05 3.5223E-05 1.9452E-05 1.2280E-05
2−8 2.1723E-03 6.0716E-04 2.3510E-04 1.1519E-04 6.5517E-05
2−10 2.4798E-03 1.2370E-03 7.9298E-04 5.4352E-04 3.8222E-04
2−12 2.4799E-03 1.2449E-03 8.3108E-04 6.2371E-04 4.9905E-04
2−14 2.4799E-03 1.2449E-03 8.3108E-04 6.2373E-04 4.9919E-04
2−16 2.4799E-03 1.2449E-03 8.3108E-04 6.2373E-04 4.9919E-04
2−18 2.4799E-03 1.2449E-03 8.3108E-04 6.2373E-04 4.9919E-04
2−20 2.4799E-03 1.2449E-03 8.3108E-04 6.2373E-04 4.9919E-04
EN 2.4799E-03 1.2449E-03 8.3108E-04 6.2373E-04 4.9919E-04
EFHOM-2
2−2 3.5710E-05 8.9102E-06 3.9587E-06 2.2265E-06 1.4249E-06
2−4 1.2693E-04 3.1031E-05 1.3734E-05 7.7141E-06 4.9337E-06
2−6 6.7116E-04 1.2730E-04 5.4967E-05 3.0569E-05 1.9363E-05
2−8 2.6279E-03 7.8308E-04 3.2323E-04 1.6559E-04 9.6959E-05
2−10 2.9723E-03 1.4836E-03 9.5342E-04 6.5845E-04 4.6894E-04
2−12 2.9724E-03 1.4931E-03 9.9691E-04 7.4823E-04 5.9872E-04
2−14 2.9724E-03 1.4931E-03 9.9691E-04 7.4826E-04 5.9889E-04
2−16 2.9724E-03 1.4931E-03 9.9691E-04 7.4826E-04 5.9889E-04
2−18 2.9724E-03 1.4931E-03 9.9691E-04 7.4826E-04 5.9889E-04
2−20 2.9724E-03 1.4931E-03 9.9691E-04 7.4826E-04 5.9889E-04
EN 2.9724E-03 1.4931E-03 9.9691E-04 7.4826E-04 5.9889E-04
Results in [4] for ε ∈ {2−1, 2−2, . . . , 2−32}
N → 32 64 128 256 512
EN 4.84E-02 8.33E-03 1.87E-03 4.45E-03 1.09E-04
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T a b l e 3

The numerical rate of convergence RN for the Example 1 for different values of δ with ε = 0.01

δ ↓ N → 100 200 300 400 500
EFHOM-1
10−3 1.9332 2.1167 1.9830 2.0290 2.0017
10−4 2.0592 2.0810 2.0335 2.0081 2.0124
10−5 2.0703 2.0783 2.0325 2.0025 2.0120
10−6 2.0713 2.0781 2.0324 2.0020 2.0120
10−7 2.0715 2.0781 2.0324 2.0019 2.0120
10−8 2.0715 2.0781 2.0324 2.0019 2.0120
10−9 2.0715 2.0781 2.0324 2.0019 2.0120
10−10 2.0715 2.0781 2.0324 2.0019 2.0120
EFHOM-2
10−3 1.9237 2.1207 1.9919 2.0301 2.0069
10−4 2.0504 2.0835 2.0321 2.0135 2.0129
10−5 2.0616 2.0808 2.0338 2.0077 2.0125
10−6 2.0627 2.0805 2.0337 2.0072 2.0124
10−7 2.0628 2.0805 2.0337 2.0071 2.0124
10−8 2.0628 2.0805 2.0337 2.0071 2.0124
10−9 2.0628 2.0805 2.0337 2.0071 2.0124
10−10 2.0628 2.0805 2.0337 2.0071 2.0124

T a b l e 4

The numerical rate of convergence RN for the Example 2 for different values of δ with ε = 0.01

δ ↓ N → 100 200 300 400 500
EFHOM-1
10−3 2.2226 2.0594 2.0199 2.0053 2.0015
10−4 2.1767 2.0464 2.0208 2.0118 2.0075
10−5 2.1729 2.0454 2.0204 2.0115 2.0074
10−6 2.1725 2.0453 2.0203 2.0115 2.0073
10−7 2.1725 2.0453 2.0203 2.0115 2.0073
10−8 2.1725 2.0453 2.0203 2.0115 2.0073
10−9 2.1725 2.0453 2.0203 2.0115 2.0073
10−10 2.1725 2.0453 2.0203 2.0115 2.0073
EFHOM-2
10−3 2.2026 2.0536 2.0172 2.0037 2.0006
10−4 2.1622 2.0424 2.0190 2.0107 2.0069
10−5 2.1589 2.0414 2.0186 2.0105 2.0067
10−6 2.1585 2.0414 2.0185 2.0105 2.0067
10−7 2.1585 2.0413 2.0185 2.0105 2.0067
10−8 2.1585 2.0413 2.0185 2.0105 2.0067
10−9 2.1585 2.0413 2.0185 2.0105 2.0067
10−10 2.1585 2.0413 2.0185 2.0105 2.0067

Figure 1. Numerical solution for the given example 1 when ε = 0.1 in EFHOM-1 (3.1)
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Figure 2. Numerical solution for the given example 2 when ε = 0.1 in EFHOM-1 (3.1)

Figure 3. Numerical solution for the given example 1 when ε = 0.1 in EFHOM-2 (3.2)

Figure 4. Numerical solution for the given example 2 when ε = 0.1 in EFHOM-2 (3.2)

Figure 5. Log-log plot for Example 1 in EFHOM-1 (3.1)
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Figure 6. Log-log plot for Example 2 in EFHOM-2 (3.2)
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In this study, we introduced a non-polynomial spline technique to address singularly perturbed differential
difference equations involving both delay and advanced parameters. This method exhibits a linear rate of
convergence, and we have thoroughly analyzed its convergence properties. To demonstrate the effectiveness
of this approach, we provided two numerical examples. We presented the maximum absolute errors in
tabular form and displayed the pointwise absolute errors using graphical representations. Additionally, we
included tables showing the numerically obtained rate of convergence.

Keywords: singular perturbation problems, numerical methods, delay parameter, advanced parameter, non-
polynomial spline.
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Introduction

Singularly perturbed problems are a class of differential equations characterized by the presence of a
small parameter, which causes the solutions to exhibit rapid changes over small regions of the domain.
When these problems incorporate delay (time-lagged terms) and advanced (time-advanced terms)
parameters, they form a more complex subclass of differential equations that present unique challenges
and opportunities for both theoretical and applied mathematics. The importance of singularly perturbed
problems with delay and advanced parameters stems from their ability to model real-world phenomena
where current states are influenced by past and future states. They capture dynamics occurring at
multiple temporal or spatial scales, providing a more comprehensive understanding of the systems.
The inclusion of delay and advanced terms models systems where interactions are not instantaneous
but depend on previous or future states, reflecting more realistic scenarios. Also, they allow for the
study of stability and transitions in systems. The scope of singularly perturbed problems with delay
and advanced parameters is broad and interdisciplinary, encompassing mathematical theory, control
theory, biological systems, engineering and so on. The design of robust control algorithms for systems
with feedback delays and modeling data flow and congestion where delays are inherent are done
in engineering systems. Their applications in biological and medical sciences include epidemiology,
neural dynamics etc. These equations play a vital role in economics and finance for market dynamics
and supply chains. Climate models and ecological systems can also be studied using these equations.
Singularly perturbed problems with delay and advanced parameters are crucial for accurately modeling
and analyzing systems where time-dependent interactions play a significant role. Their importance
spans various fields, including engineering, biology, economics, and environmental science. The scope of
these problems is vast, involving complex mathematical techniques and interdisciplinary applications,
making them a significant area of study in both theoretical and applied research. These problems
offer a powerful framework for understanding and designing future systems with intricate dynamics
∗Corresponding author. E-mail: mathdinesh005@gmail.com
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and time-dependent interactions. Their ability to capture delays, advancements, and rapid transitions
makes them invaluable tools for various scientific and technological advancements. Understanding and
solving these problems provide deeper insights into the behavior of complex systems, offering robust
solutions to real-world challenges.

Numerous researchers have delved into the realm of singularly perturbed small delayed problems of
reaction diffusion type. A fourth order exponentially fitted numerical scheme is used in [1] to find the
solution of the aforementioned problem. The works in [2] and [3] have also dealt with these problems.
Trigonometric cubic B-spline function is utilized in [4] and then the matrix system obtained is solved
using Thomas Algorithm. The authors in [5] used non-polynomial spline approach to solve SPDDEs of
reaction- diffusion type, whereas a new approach is done in [6] for these type of problems. Furthermore,
research has been conducted on convection diffusion type problems as well. Some others concentrated
on singularly perturbed large delay differential equations and the systems of these problems. Cubic
spline in tension scheme is used in [7] to solve SPDDEs with large delay, whereas the authors in [8]
used non-polynomial spline approach to solve them. Convection diffusion type problems under this
category is worked in [9] and the researchers in [10] approximated these problems involving integral as
end boundary condition by exploring compression technique. SPDDEs of reaction diffusion type with
large delay is also addressed by the researchers [11–13]. Non-polynomial spline technique is used [14]
to deal with the system of SPDDEs with large delay. The studies in [15] and [16] also concentrated on
system of SPDDEs with different techniques. Also, few studies have been done in the area of singularly
perturbed delay differential equations involving delay and advanced parameters in the interval (0, 1).
They considered the SPDDE with small negative and positive shifts. The authors in [17] used mixed
finite difference method via domain decomposition and [18] used numerical integration technique to
handle these problems. A meshless approach is explored in [19] to arrive at the numerical approximation
of the problem and they have used multiquadric radial basis functions collocation method, which is
then coupled with residual subsampling algorithm for support adaptivity. A successive complementary
expansion method is used by the researchers in [20]. Many other methods [21–23] have explored
SPDDEs with small mixed shifts.

Here, we are considering the problem with large shifts, that is, we consider the following singular
perturbation problem involving delay and advanced parameters:

Hκ ≡ −ξκ′′(x) + p(η)κ′(x) + q(x)κ(x) + r(x)κ(x− 1) + s(x)κ(x+ 1) = t(x), x ∈ ω = (0, 3), (1)

satisfying

κ(x) = u(x), x ∈ [−1, 0],
κ(x) = v(x), x ∈ [3, 4],

(2)

where 0 < ξ ≤ 1 and u, v are functions defined on [−1, 0] and [3, 4] respectively. It is assumed that
p(x) ≥ p̄ ≥ ¯̄p > 0, q(x) ≥ q̄ ≥ 0, r̄ ≤ r(x) ≤ 0, s(x) ≥ s̄ ≥ 0, q̄ + r̄ ≥ β̄ > 0 and the coefficients are
smooth functions on γ̄.

1 Analytical Results

Equations (1) and (2) can be written as:

Hκ ≡ F(x),

where

Hκ =


H1κ(x) = −ξκ′′(x) + p(x)κ′(x) + q(x)κ(x) + s(x)κ(x+ 1), x ∈ (0, 1],
H2κ(x) = −ξκ′′(x) + p(x)κ′(x) + q(x)κ(x) + r(x)κ(x− 1) + s(x)κ(x+ 1), x ∈ (1, 2],
H3κ(x) = −ξκ′′(x) + p(x)κ′(x) + q(x)κ(x) + r(x)κ(x− 1), x ∈ (2, 3],
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F(x) =


t(x)− r(x)κ(x− 1), x ∈ (0, 1],
t(x), x ∈ (1, 2],
t(x)− s(x)κ(x+ 1), x ∈ (2, 3],

with boundary conditions,

κ(1−) = κ(1+), κ′(1−) = κ′(1+), κ(x) = u(x), x ∈ [−1, 0],

κ(2−) = κ(2+), κ′(2−) = κ′(2+), κ(x) = v(x), x ∈ [3, 4].

Throughout the work, we take γ = (0, 3), γ̄ = [0, 3], γ1 = (0, 1), γ2 = (1, 2), γ3 = (2, 3),
γ∗ = γ1 ∪ γ2 ∪ γ3 and $ = C0(γ̄) ∩ C1(γ) ∩ C2(γ∗).

Lemma 1. Let ω(x) be any function in C0(γ̄) ∩ C1(γ) ∩ C2(γ∗) such that ω(0) ≥ 0, ω(3) ≥ 0,
H1ω(x) ≥ 0, for all x ∈ γ1, H2ω(x) ≥ 0, for all x ∈ γ2, H3ω(x) ≥ 0, for all x ∈ γ3, [ω′](1) ≤ 0 and
[ω′](2) ≤ 0, then ω(x) ≥ 0, ∀x ∈ γ̄.

Proof. Define the function a(x) as

a(x) =


1+3x
12 , x ∈ [0, 1],
1+x
6 , x ∈ [1, 2],

4+x
12 , x ∈ [2, 3].

It is clear that a(x) is positive for all x in γ̄. Also note that Ha(x) > 0 for all x ∈ γ∗; a(0) and a(3) are
strictly positive and [a]′(1) and [a]′(2) are less than zero. Consider the set

{
−ω(x)
a(x)

}
and let its maximum

be denoted by M in γ̄. Then ∃x0 ∈ γ̄ satisfying ω(x0) +Ma(x0) = 0 and ω(x0) +Ma(x0) ≥ 0 for all
x ∈ γ̄. This implies that (ω +Ma)(x0) gives minimum value.

If M < 0, then ω(x) ≥ 0. If M > 0, then the function a(x) to be non-negative is not possible. We
consider the following cases to prove the same.

Case (a): x0 = 0.
Then,

0 < (ω +Ma)(0) = ω(0) +Ma(0) = 0,

which is a contradiction.
Case (b): x0 ∈ γ1.
Then,

0 < H1(ω +Ma)(x0) = −ξ(ω +Ma)′′(x0) + p(x0)(ω +Ma)′(x0)

+ q(x0)(ω +Ma)(x0) + s(x0)(ω +Ma)(x0 + 1) ≤ 0,

which is a contradiction.
Case (c): x0 = 1.
Then,

0 ≤ [(ω +Ma)′](1) = [ω′](1) +M [a′](1) < 0,

it is a contradiction.
Case (d): x0 ∈ γ2.
Then,

0 < H2(ω +Ma)(x0) = −ξ(ω +Ma)′′(x0) + p(x0)(ω +Ma)′(x0)

+ q(x0)(ω +Ma)(x0) + r(x0)(ω +Ma)(x0 − 1) + s(x)(ω +Ma)(x0 + 1) ≤ 0,

it is again a contradiction.
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Case (e): x0 = 2.

Then,
0 ≤ [(ω +Ma)′](2) = [ω′](2) +M [a′](2) < 0,

which is a contradiction.
Case (f): x0 ∈ γ3.
Then,

0 < H3(ω +Ma)(x0) = −ξ(ω +Ma)′′(x0) + p(x0)(ω +Ma)′(x0)

+ q(x0)(ω +Ma)(x0) + r(x0)(ω +Ma)(x0 − 1) ≤ 0,

which is a contradiction.
Case (g): x0 = 3.

Then,
0 ≤ [(ω +Ma)](3) = ω(3) +Ma(3) = 0,

which is again a contradiction.
By considering all the above cases, the proof is complete.

Lemma 2. The solution κ(x) for the problem (1)–(2) satisfies the bound:

| κ(x) |≤ C̄ max{sup
r∈γ∗

| Hκ(x) |, | κ(0) |, | κ(3) |}, x ∈ ¯̄γ.

Proof. Let us define two new functions, denoted by ϑ+ and ϑ−. They are defined as:

ϑ±(x) = C̄M̄a(x)± κ(x), x ∈ γ̄,

where M̄ denotes the maximum of the set {supr∈γ∗ | Hκ(x) |, | κ(0) |, | κ(3) |} and a(x) is the function
in the above lemma. By using these newly defined functions within the previously mentioned lemma,
we will get the desired result.

Lemma 3. Let κ(x) be the solution for the problem (1)–(2). Then

‖κ(k)(x)‖γ∗ ≤ Cξ−k, for k = 1, 2, 3, 4.

Proof. First, we prove that κ′(x) is bounded on ω1. Consider H1(x) and integrate its both sides,
then

−ξ(κ′(x)− κ′(0)) = −[p(x)κ(x)− p(0)κ(0)] +

∫ x

0
p′(x)κ(x)dx−

∫ x

0
q(x)κ(x)dx

−
∫ x

0
s(x)κ(x+ 1)dx+

∫ x

0
(t(x)− r(x))u(x− 1)dx,

ξκ′(0) = ξκ′(x)− [p(x)κ(x)− p(0)κ(0)] +

∫ x

0
p′(x)κ(x)dx−

∫ x

0
q(x)κ(x)dx

−
∫ x

0
s(x)κ(x+ 1)dx+

∫ x

0
(t(x)− r(x))u(x− 1)dx.

Using mean value theorem, we get | ξκ′(x) |≤ C(|| κ(x) ||, || t(x) ||, || u ||[−1,0]), for some x in (0, ξ) and
| κ′(0) |≤ C(|| κ(x) || + || t(x) || + || u(x) ||). Hence, we have | κ′(x) |≤ C max {|| κ(x) ||, || t(x) ||, || u ||},
x in ω1.
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Now consider H2(x) and integrate its both sides, then

−ξ(κ′(x)− κ′(0)) = −[p(x)κ(x)− p(0)κ(0)] +

∫ x

0
p′(x)κ(x)dx−

∫ x

0
q(x)κ(x)dx

−
∫ x

0
r(x)κ(x− 1)dx−

∫ x

0
s(x)κ(x+ 1)dx+

∫ x

0
t(x)dx,

ξκ′(0) = ξκ′(x)− [p(x)κ(x)− p(0)κ(0)] +

∫ x

0
p′(x)κ(x)dx−

∫ x

0
q(x)κ(x)dx

−
∫ x

0
r(x)κ(x− 1)dx−

∫ x

0
s(x)κ(x+ 1)dx+

∫ x

0
t(x)dx.

Using mean value theorem, we get | ξκ′(x) |≤ C(|| κ(x) ||, || t(x) ||, || u ||[−1,0]), for some x in (0, ξ) and
| κ′(0) |≤ C(|| κ(x) || + || t(x) || + || u(x) ||). Hence, we have | κ′(x) |≤ C max {|| κ(x) ||, || t(x) ||, || u ||},
x in ω2.

Now consider H3(x) and integrate its both sides, then

−ξ(κ′(x)− κ′(0)) = −[p(x)κ(x)− p(0)κ(0)] +

∫ x

0
p′(x)κ(x)dx−

∫ x

0
q(x)κ(x)dx

−
∫ x

0
r(x)κ(x− 1)dx+

∫ x

0
(t(x)− s(x)v(x+ 1))dx

ξκ′(0) = ξκ′(x)− [p(x)κ(x)− p(0)κ(0)] +

∫ x

0
p′(x)κ(x)dx−

∫ x

0
q(x)κ(x)dx

−
∫ x

0
r(x)κ(x− 1)dx+

∫ x

0
(t(x)− s(x)v(x+ 1))dx.

Using mean value theorem, we get | ξκ′(x) |≤ C(|| κ(x) ||, || t(x) ||, || u ||[−1,0]), for some x in (0, ξ) and
| κ′(0) |≤ C(|| κ(x) || + || t(x) || + || u(x) ||). Hence, we have | κ′(x) |≤ C max {|| κ(x) ||, || t(x) ||, || u ||},
x in ω3.

Similarly, we can prove for k = 2, 3, 4. Hence ‖κ(k)(x)‖γ∗ ≤ Cξ−k, for k = 1, 2, 3, 4.

2 Non-Polynomial Spline Approach

Divide the interval [0, 3] into 3N mesh intervals with x0 = 0, xN = 1, x2N = 2 and x3N = 3.
The non-polynomial spline [5] for each interval [xi, xi+1] has the following form:

Snp(x) = ji sinα(x− xi) + ki cosα(x− xi) + li(exp(α(x− xi))− exp(−α(x− xi)))
+mi(exp(α(x− xi)) + exp(−α(x− xi))),

where ji, ki, li, mi are the unknown quantities and α 6= 0 is the parameter which is used to increase
the accuracy of the scheme. From (1), we can write as:

ξκ′′(x) = p(η)κ′(x) + q(x)κ(x) + r(x)κ(x− 1) + s(x)κ(x+ 1)− t(x).

At x = xi, let κ(xi) = κi, p(xi) = pi, q(xi) = qi, s(xi) = si, t(xi) = ti. Then equation (3) becomes

ξκ′′i = piκ
′
i + qiκi + riκ(xi − 1) + siκ(xi + 1)− ti.

Now, we find the unknowns ji, ki, li, mi with the help of following conditions:

Snp(xi) = κi, Snp(xi+1) = κi+1, S
′′
np(xi) = Ii, S′′np(xi+1) = Ii+1.
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Finally, we obtain

ji = κi+1α
2−Ii+1+cosβ(Ii−α2κi)

2α2 sinβ
, ki = −Ii+α2κi

2α2 ,

li = 2α2κi+1+2Ii+1−(eβ+e−β(Ii+α2κi)
4α2(eβ−e−β) , mi = Ii+α2κi

4α2 ,
(3)

where β is given by αh. Now, we use the following continuity condition: S′np−1(xi) = S′np(xi) to get

ji−1 cosβ + ki−1 sinβ + li−1(e
β − e−β) +mi−1(e

β + e−β) = ji + 2li.

Substituting the values of ji−1, ki−1, li−1 and mi−1 using (3) in the above equation, we obtain

(
− cscβ

2
− 1

eβ − e−β

)
κi−1 +

(
tanβ +

eβ + e−β

eβ − e−β

)
κi

+

(
− cscβ

2
− 1

eβ − e−β

)
κi+1 =

(
−h2 cscβ

2β2
− h2

(eβ − e−β)β2

)
Ii−1

+

(
h2 tanβ

β2
+
h2(eβ + e−β)

β2(eβ − e−β)

)
Ii +

(
−h2 cscβ

2β2
− h2

(eβ − e−β)β2

)
Ii+1. (4)

Equation (4) can be finally written as:

κi−1 + θ1κi + κi+1 = h2(θ2Ii−1 + θ3Ii + θ2Ii+1), (5)

where

θ1 =
−2eβ(cosβ + sinβ)− 2e−β(sinβ − cosβ)

eβ − e−β + 2 sin(β)
,

θ2 =
eβ − e−β − 2 sinβ

β2(eβ − e−β + 2 sinβ)
,

θ3 =
−2eβ(cosβ − sinβ) + 2e−β(sinβ + cosβ)

β2(eβ − e−β + 2 sin(β))
.

Note that β tends to zero as h approaches zero. As a result, θ1 tends to −2, θ2 tends to 1
6 , θ3 tends

to 2
3 . Also, we write Ii−1, Ii and Ii+1 as follows:

Ii−1 = I(xi−1) = 1
ξ

(
pi−1κ

′
i−1 + qi−1κi−1 + ri−1κ(xi−1 − 1) + si−1κ(xi−1 + 1)− ti−1

)
,

Ii = I(xi) = 1
ξ (piκ

′
i + qiκi + riκ(xi − 1) + siκ(xi + 1)− ti) ,

Ii+1 = I(xi+1) = 1
ξ

(
pi+1κ

′
i+1 + qi+1κi+1 + ri+1κ(xi+1 − 1) + si+1κ(xi+1 + 1)− ti+1

)
.

(6)

We make use of equations in (6) in equation (5) to obtain:

ξ (κi−1 + θ1κi + κi+1) = h2
[
θ2
(
pi−1κ

′
i−1 + qi−1κi−1 + ri−1κ(xi−1 − 1) + si−1κ(xi−1 + 1)− ti−1

)
+θ3

(
piκ
′
i + qiκi + riκ(xi − 1) + siκ(xi + 1)− ti

)
+θ2

(
pi+1κ

′
i+1 + qi+1κi+1 + ri+1κ(xi+1 − 1) + si+1κ(xi+1 + 1)− ti+1

)]
.

We make use of the following Taylor series approximations for κ′i, κ
′
i−1 and κ′i+1:

κ′i '
κi+1−κi−1

2h , κ′i−1 ' −κi+1+4κi−3κi−1

2h , κ′i+1 ' 3κi+1−4κi+κi−1

2h .
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Finally, we arrive at the following system of equations:(
ξ +

3hθ2pi−1
2

− h2θ2qi−1 +
hθ3pi

2
− hθ3pi+1

2

)
κi−1 +

(
ξα− 2hθ2pi−1 − h2θ3qi + 2hθ2pi+1

)
κi

+

(
ξ +

hθ2pi−1
2

− h2θ2qi+1 −
hθ3pi

2
− 3hθ2pi+1

2

)
κi+1 +

(
−h2θ2ri−1

)
κi−1−N +

(
−h2θ3ri

)
κi−N

+
(
−h2θ2ri+1

)
κi+1−N +

(
−h2θ2si−1

)
κi−1+N +

(
−h2θ3si

)
κi+N +

(
−h2θ2si+1

)
κi+1+N

= −h2 (θ2ti−1 + θ3ti + θ2ti+1) , i = 1(1)3N − 1.

We may assume that the coefficients are locally constant because we are examining the differential
equations on suitably small subintervals. By applying the Taylor series expansion for p(x), q(x) about
the point x = 0 by restricting to their first terms and from the theory of singular perturbation, an
approximation for the solution of the homogeneous problem (1) is of the form

κ(x) = κ0(x) +
p(0)

p(x)
(β − κ0(0)) e

−
(
p(0)
ξ
− q(0)
p(0)

)
x

+O(ξ), (7)

where κ0(x) is the solution of the reduced problem. Taking the limit as h → 0 in (7) and putting
ρ = h

ξ , we get

lim
h→0

κ(ih− h) = κ0(0) + (β − κ0(0)) e−(δ(i−1)ρ),

lim
h→0

κ(ih) = κ0(0) + (β − κ0(0)) e−(δiρ),

lim
h→0

κ(ih+ h) = κ0(0) + (β − κ0(0)) e−(δ(i+1)ρ).

Substituting these limiting values in the obtained scheme, we get the fitting parameter σ = ρpi
2 coth(ρδ2 ),

where ρ = h
ξ and δ = p(0)2−q(0)ξ

p(0) . Incorporating this fitting factor in the above scheme, we obtain:

Ēiκi−1 + F̄iκi + Ḡiκi+1 + Āiκi−1−N + B̄iκi−N + C̄iκi+1−N + H̄iκi−1+N + Īiκi+N + J̄iκi+1+N = D̄i,
(8)

where

Ēi = ξσ +
3hθ2pi−1

2
− h2θ2qi−1 +

hθ3pi
2
− hθ2pi+1

2
,

F̄i = ξθ1σ − 2hθ2pi−1 − h2θ3qi + 2hθ2pi+1,

Ḡi = ξσ +
hθ2pi−1

2
− h2θ2qi+1 −

hθ3pi
2
− 3hθ2pi+1

2
,

D̄i = −h2 (θ2ti−1 + θ3ti + θ2ti+1) ,

Āi = −h2θ2ri−1, B̄i = −h2θ3ri, C̄i = −h2θ2ri+1,
H̄i = −h2θ2si−1, Īi = −h2θ3si, J̄i = −h2θ2si+1.

3 Convergence Analysis

The scheme in (8) can be written in matrix form as:

T ∗U = V, (9)

where T ∗ = (tij) is a (3N − 1× 3N − 1) matrix.
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Truncation error obtained is Wi(h) = h3

24X
∗ +O(h4), where X∗ is given by

[
pi−1qiκ

(3)
i

3 +
pi+1κ

(3)
i

3

−10piκ
(3)
i

6 +
hpipi+1κ

(3)
i

6 +
hpipi−1κ

(3)
i

6

]
. T ∗U = V can also be written as:

T ∗U −W (h) = V, (10)

in error form, where U =
(
u1 u2 . . . u3N−1

)t and W (h) =
(
w1 w2 . . . w3N−1

)t denote
the exact solution and truncation error respectively. Let

Er = U − U =
(
ē1 ē2 . . . ē3N−1

)t
denote the error obtained by numerical approximation. Equations (9) and (10) give

T ∗Er = W (h). (11)

Let S̄i denote the i−th row sum of the matrix T ∗. Then

S̄1 = F̄i + Ḡi + H̄i + Īi + J̄i

= −ξσ − h

2
(3θ2pi−1 + θ3pi − θ2pi+1)− h2 (θ3si + θ2si+1) ,

S̄i = Ēi + F̄i + Ḡi + H̄i + Īi + J̄i

= −h2 (θ2si−1 + θ3si + θ2si+1) , i = 2(1)N − 1,

S̄N = Ēi + F̄i + Ḡi + C̄i + H̄i + Īi + J̄i

= −h2 (θ2ri+1 + θ2si−1 + θ3si + θ2si+1) ,

S̄N+1 = Ēi + F̄i + Ḡi + B̄i + C̄i + H̄i + Īi + J̄i

= −h2 (θ3ri + θ2ri+1 + θ2si−1 + θ3si + θ2si+1) ,

S̄i = Ēi + F̄i + Ḡi + Āi + B̄i + C̄i + H̄i + Īi + J̄i

= −h2 (θ2ri−1 + θ3ri + θ2ri+1 + θ2si−1 + θ3si + θ2si+1) ,

S̄2N−1 = Ēi + F̄i + Ḡi + Āi + B̄i + C̄i + H̄i + Īi

= −h2 (θ2ri−1 + θ3ri + θ2ri+1 + θ2si−1 + θ3si) ,

S̄2N = Ēi + F̄i + Ḡi + Āi + B̄i + C̄i + H̄i

= −h2 (θ2ri−1 + θ3ri + θ2ri+1 + θ2si−1) ,

S̄i = Ēi + F̄i + Ḡi + Āi + B̄i + C̄i

= −h2 (θ2ri−1 + θ3ri + θ2ri+1) , i = 2N + 1(1)3N − 1.

As we make the calculations progressively more detailed (by letting the mesh size approach zero), a
key property of the matrix T ∗ emerges. It becomes both monotone and irreducible. These properties
together guarantee the existence of the inverse of the matrix, with its elements greater than zero. Then

Er = T ∗−1W (h), (12)

which implies

‖Er‖ ≤ ‖T ∗−1‖‖W (h)‖. (13)

If (j, i)-th element of the inverse matrix of T ∗ is denoted by tj,i, then, for j = 1(1)3N − 1,

3N−1∑
i=1

tj,iS̄i = 1.
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So,

3N−1∑
i=1

tj,i ≤
1

min1≤i≤3N−1 S̄i
≤ 1

h2 | B̄i |
. (14)

From equations (11), (12), (13) and (14), we have

ēi =
3N−1∑
j=1

tj,iwi(h), i = 1(1)3N − 1,

which implies

ēi ≤

3N−1∑
j=1

vj,i

 max
1≤i≤3N−1

| wi(h) |

≤ 1

h2 | B̄i∗ |
× h3X∗

2
= O(h),

where X∗ is a constant which is independent on h. So ‖Er‖ = O(h). Hence, our technique is of linear
rate of convergence.

4 Numerical Experiments

The schemes (8) give a system of (3N − 1) equations in (3N + 1) variables, which can be reduced
to the system of (3N − 1) equations in (3N − 1) variables as follows.

F̄iκi + Ḡiκi+1 + H̄iκi−1+N + Īiκi+N + J̄iκi+1+N = D̄i − Āiui−1−N − B̄iui−N
− C̄iui+1−N − Ēiui−1, for i = 1,

Ēiκi−1 + F̄iκi + Ḡiκi+1 + H̄iκi−1+N + Īiκi+N + J̄iκi+1+N = D̄i − Āiui−1−N − B̄iui−N
− C̄iui+1−N , for 2 ≤ i ≤ N − 1,

Ēiκi−1 + F̄iκi + Ḡiκi+1 + C̄iκ1 + H̄iκ2N−1 + Īiκ2N + J̄iκ2N+1 = D̄i − Āiu−1 − B̄iu0, for i = N,

Ēiκi−1 + F̄iκi + Ḡiκi+1 + B̄iκ1 + C̄iκ2 + H̄iκ2N + Īiκ2N+1 + J̄iκ2N+2 = D̄i − Āiu0, for i = N + 1,

Ēiκi−1 + F̄iκi + Ḡiκi+1 + Āiκi−1−N + B̄iκi−N + C̄iκi+1−N

+ H̄iκi−1+N + Īiκi+N + J̄iκi+1+N = D̄i, for N + 2 ≤ i ≤ 2N − 2,

Ēiκi−1 + F̄iκi + Ḡiκi+1 + Āiκi−1−N + B̄iκi−N + C̄iκi+1−N

+ H̄iκi−1+N + Īiκi+N = D̄i − J̄iv3N , for i = 2N − 1,

Ēiκi−1 + F̄iκi + Ḡiκi+1 + Āiκi−1−N + B̄iκi−N + C̄iκi+1−N

+ H̄iκi−1+N = D̄i − Īiv3N − J̄iv3N+1, for i = 2N,
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Ēiκi−1 + F̄iκi + Ḡiκi+1 + Āiκi−1−N + B̄iκi−N + C̄iκi+1−N = D̄i − H̄ivi−1+N − Īivi+N
− J̄ivi+1+N , for i = 2N + 1 ≤ i ≤ 3N − 1.

We make use of the function v(x) in the interval [3, 4]. This is then solved using Gauss elimination
method with the help of MATLAB R2022a mathematical software.

We tested our proposed method through two numerical experiments and confirmed it works well.
The solution is presented in tables for various levels of perturbation values by changing the level of
mesh size in the simulations. A technique called the double-mesh principle is used on these examples
to find the maximum absolute errors.

EN = max
i
| κNi − κ2N2i | .

Rate of Convergence

We employ the double mesh principle to determine the convergence rate, denoted by ρ̄ and defined
as:

ρ̄ =
log(Eh/Eh/2)

log 2
.

Example 1. To demonstrate the capabilities of this method, we analyze the following problem:

−ξκ′′(x) + 5κ′(x) + 2κ(x)− κ(x− 1) + κ(x+ 1) = 1, x ∈ γ = (0, 3),

satisfying

κ(x) = 1, x ∈ [−1, 0],
κ(x) = 2, x ∈ [3, 4].

This section delves deeper into the results for the first example. Table 1 shows how the solution’s
accuracy (maximum absolute error) changes as a key parameter (the perturbation parameter denoted
by ξ) is varied across different scales (from 10−3 to 10−10). The table also considered solutions obtained
using different mesh sizes (N values ranging from 16 to 512). For reference, Figure 1(a) visualizes the
solution when the perturbation parameter is set to 10−4 (one specific data point from Table 1) and
Figure 2(a) depicts the point-wise absolute error of this example for varying N values. Going a step
further, Table 2 calculates the rate of convergence for this example. By analyzing both Table 2 and
the theoretical convergence analysis, we can see that the proposed method converges at a linear rate.
In simpler terms, the error reduces proportionally as the mesh size is refined.
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Figure 1. The numerical solution of Example 1 and Example 2 for ξ = 10−4
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T a b l e 1

The maximum absolute error of Example 1 for different values of ξ

ξ N
16 32 64 128 256 512

10−3 2.1481e-02 1.1610e-02 6.0264e-03 3.0690e-03 1.5485e-03 7.7920e-04
10−4 2.1481e-02 1.1610e-02 6.0264e-03 3.0690e-03 1.5485e-03 7.7775e-04
10−5 2.1481e-02 1.1610e-02 6.0264e-03 3.0690e-03 1.5485e-03 7.7775e-04
10−6 2.1481e-02 1.1610e-02 6.0264e-03 3.0690e-03 1.5485e-03 7.7775e-04
10−7 2.1481e-02 1.1610e-02 6.0264e-03 3.0690e-03 1.5485e-03 7.7775e-04
10−8 2.1481e-02 1.1610e-02 6.0264e-03 3.0690e-03 1.5485e-03 7.7775e-04
10−9 2.1481e-02 1.1610e-02 6.0264e-03 3.0690e-03 1.5485e-03 7.7775e-04
10−10 2.1481e-02 1.1610e-02 6.0264e-03 3.0690e-03 1.5485e-03 7.7775e-04
EN 2.1481e-02 1.1610e-02 6.0264e-03 3.0690e-03 1.5485e-03 7.7775e-04

T a b l e 2

Rate of convergence of Example 1 for ξ = 10−4

h h
2

Eh
h
4

Eh
2

ρ

1/16 1/32 2.1481e-02 1/64 1.1610e-02 0.8877
1/32 1/64 1.1610e-02 1/128 6.0264e-03 0.9460
1/64 1/128 6.0264e-03 1/256 3.0690e-03 0.9735
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Figure 2. The point-wise absolute errors of Example 1 and Example 2 for different values of N

Example 2. To demonstrate the capabilities of this method, we analyze the following problem:

−ξκ′′(x) + (x+ 5)κ′(x) + 2κ(x)− κ(x− 1) + xκ(x+ 1) = x, x ∈ γ = (0, 3),

satisfying

κ(x) = 1, x ∈ [−1, 0],
κ(x) = 1, x ∈ [3, 4].

This section delves deeper into the results for the first example. Table 3 shows how the solution’s
accuracy (maximum absolute error) changes as a key parameter (the perturbation parameter denoted
by ξ) is varied across different scales (from 10−3 to 10−10). The table also considered solutions obtained
using different mesh sizes (N values ranging from 16 to 512). For reference, Figure 1(b) visualizes the
solution when the perturbation parameter is set to 10−4 (one specific data point from Table 3) and
Figure 2(b) depicts the point-wise absolute error of this example for varying N values. Going a step
further, Table 4 calculates the rate of convergence for this example. By analyzing both Table 4 and
the theoretical convergence analysis, we can see that the proposed method converges at a linear rate.
In simpler terms, the error reduces proportionally as the mesh size is refined.
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T a b l e 3

The maximum absolute error of Example 2 for different values of ξ

ξ N
16 32 64 128 256 512

10−3 2.7489e-02 1.4740e-02 7.6052e-03 3.8568e-03 1.9394e-03 2.1622e-03
10−4 2.7489e-02 1.4740e-02 7.6052e-03 3.8568e-03 1.9411e-03 9.7360e-03
10−5 2.7489e-02 1.4740e-02 7.6052e-03 3.8568e-03 1.9411e-03 9.7360e-03
10−6 2.7489e-02 1.4740e-02 7.6052e-03 3.8568e-03 1.9411e-03 9.7360e-03
10−7 2.7489e-02 1.4740e-02 7.6052e-03 3.8568e-03 1.9411e-03 9.7360e-03
10−8 2.7489e-02 1.4740e-02 7.6052e-03 3.8568e-03 1.9411e-03 9.7360e-03
10−9 2.7489e-02 1.4740e-02 7.6052e-03 3.8568e-03 1.9411e-03 9.7360e-03
10−10 2.7489e-02 1.4740e-02 7.6052e-03 3.8568e-03 1.9411e-03 9.7360e-03
EN 2.7489e-02 1.4740e-02 7.6052e-03 3.8568e-03 1.9411e-03 9.7360e-03

T a b l e 4

Rate of convergence of Example 2 for ξ = 10−4

h h
2

Eh
h
4

Eh
2

ρ

1/16 1/32 2.7489e-02 1/64 1.4740e-02 0.8992
1/32 1/64 1.4740e-02 1/128 7.6052e-03 0.9546
1/64 1/128 7.6052e-03 1/256 3.8568e-03 0.9796

Conclusion

This study tackles a specific class of differential equations: singularly perturbed differential difference
equations with mixed shifts. These equations involve delays (where the solution depends on a past state)
and advances (where it depends on a future state). The authors propose a solution method using
non-polynomial splines. This approach is unique because it incorporates a fitting factor, that can be
adjusted within different intervals of the problem. To demonstrate the effectiveness of this method, two
examples are presented. For each example, corresponding figures (Figure 1 and Figure 2) visualize the
numerical solution alongside the point-wise absolute errors. Additionally, tables (Table 1 and Table 3)
summarize the maximum absolute errors for each example. These results all point towards convergence
of the numerical solution to the true solution. In other words, as the mesh size in the calculations is
reduced, the error gets smaller. Interestingly, both theoretical analysis and the numerical results suggest
a convergence rate of one (see Tables 2 and 4), which is a desirable property in numerical methods.
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Variational method of numerical solution of the inverse problem of
gas lift oil production process
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This paper proposes a constructive method for numerically solving direct and inverse problems arising in
the gas-lift oil production process, which is described by a hyperbolic system of differential equations. To
solve the direct problem, a second-order difference scheme is used, which ensures stability and accuracy of
calculations in the space-time domain. The inverse problem is formulated as an optimal control problem,
where the minimization of the objective functional is carried out using the gradient method. The calculation
of the gradient of the objective function is based on the constructed adjoint problem using the Lagrange
identity and the duality principle, which guarantees the mathematical rigor of the approach. Numerical
experiments confirmed the efficiency of the proposed method for solving the inverse problem and optimizing
the input parameters of the gas lift process. The adjoint problem contains valuable information about the
solution of the direct problem, so the gradients of the functional are equal to the solution of the adjoint
problem and its first derivative with respect to time at t = 0. Numerical calculations show that the
values of the minimized functional decrease monotonically and remain bounded below. This means that
the used iterative method converges. Additional conditions set at T = 0 for the direct problem are used to
formulate the condition of the adjoint problem. The developed algorithm contributes to the development of
the numerical implementation of the adjoint optimization method of the inverse problem for a hyperbolic
equation. The problem of the type under study is of great practical importance and can be used to calculate
the intensity of the gas lift process of oil production.

Keywords: gas lift process of oil production, hyperbolic equation, conjugate equation, inverse problem,
optimal control, gradient method, numerical methods.

2020 Mathematics Subject Classification: 49N45.

Introduction

The gas lift process is an oil production technology in which gas is injected into the annular space
of a well to reduce the density of the gas-liquid mixture (GLM), facilitating its rise to the surface.

The model proposed in [1–3] describes the dynamics of gas and gas-liquid mixtures in the designated
regions using a system of hyperbolic partial differential equations. These equations take into account
key parameters such as pressure P and gas volume flow rate Q, which significantly affect the transport
of the mixture.

The method of lines allows to reduce a hyperbolic system of partial differential equations to a
system of ordinary differential equations. Subsequently, the optimal control problem is formulated,
the goal of which is to increase the volume of oil production with minimal gas costs. The control
parameters in this case are the pressure or volume of the injected gas.
∗Corresponding author. E-mail: t010183@gmail.com
This research was funded by the Science Committee of the Ministry of Science and Higher Education of the Republic

of Kazakhstan (No. BR 27100483 “Development of predictive exploration technologies for identifying ore-prospective
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remote sensing methods”).
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In [4], a mathematical method for optimizing oil recovery from gas-lift wells is presented. The main
objective is to determine the economically feasible level of production and reduce operating costs by
minimizing gas consumption. Based on the collected well performance data using the PIPESIM appli-
cation, performance curves were modeled. A multi-criteria model was then developed for optimization.

In the study [5], a gas lift distribution method using genetic algorithms was studied to enhance oil
recovery.

Modern methods for solving inverse problems in mathematical physics often involve formulating
them as optimal control problems. In particular, such problems are formulated to control the behavior
of objects described by partial differential equations. The goal is to transfer the system from one state
to another by influencing its parameters. Such problems were first considered by J.L. Lions [6, 7].

The right side of the equation and the boundary conditions can act as control. The methods of
adjoint equations are described in detail in the studies of V.I. Agoshkov [8].

Boundary control is a separate class of problems in which control is implemented through boundary
conditions. In the works of V.A. Il’in and E.I. Moiseev [9], boundary control problems for string
vibration equations were investigated, where control functions were constructed to transfer the system
from the initial state to the final state in a certain time.

G.I. Marchuk [10] gave a definition of adjoint operators and equations, and described their appli-
cation in mathematical modeling. Studies of linear operators in Hilbert spaces are widely covered in
various monographs.

The method of fictitious regions for optimization problems was proposed in [11]. It allows con-
structing difference schemes in an extended region, which leads to the convergence of the solution to
the desired one. Minimization of the Lagrange functional was carried out using the conjugate gradient
method.

In [12], the Cauchy problem for the Helmholtz equation was investigated. The main attention was
paid to reducing the problem to a boundary inverse problem. The proposed method was based on
optimization using the Landweber and Nesterov methods.

In the article by A.V. Arguchintsev and V.P. Poplevko [13], the problem of optimal control of a sys-
tem of semilinear hyperbolic equations with boundary conditions specified through ordinary differential
equations with delay was considered.

The work [14] considers the development of methods for solving optimal control problems in the
class of smooth control actions, taking into account the constraints characteristic of inverse problems
of mathematical physics.

In the work of N.M. Temirbekov [15], the Bublov-Galerkin projection method with bases in the form
of Legendre wavelets was used to solve the Fredholm integral equation of the first kind. In the Galerkin
method, Legendre wavelets are used as basis functions and a system of linear algebraic equations is
obtained to determine the expansion coefficients. This system of linear algebraic equations is solved
by the conjugate gradient method.

Inverse problems of various types occur in many areas, including everyday practice. The papers
[16, 17] are devoted to the study of the application of numerical methods to solving problems related
to acoustic equations, with a special emphasis on problems that have significant practical significance,
for example, in the field of medical imaging and theoretical acoustics.

In the study [18], an optimization method was proposed for solving the Cauchy problem, which
is based on the minimization of a functional that includes both the problem data and the regulariza-
tion term. The use of numerical schemes within this method allowed stabilizing the solution process
and minimizing the influence of errors. This method is one of the first numerical methods for solv-
ing boundary inverse problems and demonstrates significant advantages in the context of ill-posed
problems.

Paper [19] presents the construction of an algorithm and a numerical solution of the inverse problem
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for the acoustics equation using the gradient method. The authors investigate the correctness of the
problem statement, propose a numerical solution method, and analyze the convergence and accuracy
of the solutions obtained. The main focus is on the application of gradient optimization methods to
recover unknown parameters in an acoustic model. The results show the effectiveness of the proposed
algorithm, as well as the possibility of its use in practical problems of acoustic analysis.

The paper [20] considers numerical modeling for improved prediction of the transport of pollutants
in the atmosphere of industrial regions. The authors are developing a mathematical model and a
numerical algorithm that allows taking into account the complex dynamic processes of diffusion and
convection of pollutants in the air.

The purpose of this article is to develop a finite-difference method for solving direct and inverse
initial-boundary value problems for a hyperbolic equation with discontinuous and rapidly changing
coefficients. Given additional conditions on the solution and its first derivative with respect to time
at T = 0, it is necessary to determine the initial conditions on the solution and its first derivative at
t = 0.

For this purpose, the inverse problem is considered as a variational one and minimization of the
functional by the gradient method leads to a conjugate retrospective problem. An algorithm for the
numerical implementation of the gradient method is developed. Numerous calculations of the problem
are given. The results show the convergence of the iterative process. The values of the functional
decrease monotonically, and the initial conditions of the direct problem are restored in accordance
with the values of the additional conditions, which corresponds to the physical formulation of the
problem.

1 Statement of the direct and inverse problem

The mathematical model of the operation of a gas lift well is described by the following system of
linear differential equations [1–3]:

∂P

∂t
= −c

2

F
· ∂Q
∂x

, (1)

∂Q

∂t
= −F · ∂P

∂x
− 2a ·Q, t ≥ 0, x ∈ (0, 2l), (2)

where t is time, x is a coordinate along the well depth, P is pressure, Q is volumetric gas flow rate,
F is a cross-sectional area of the well, c is speed of sound in liquid, l is well depth, a is a coefficient
depending on input parameters.

Parameters c, F , and a may have different values in different parts of the well.
The model parameters depend on the well section:

c =

{
c1, x ∈ (0, l),

c2, x ∈ (l, 2l),
F =

{
F 1, x ∈ (0, l),

F 2, x ∈ (l, 2l),
a =

{
a1, x ∈ (0, l),

a2, x ∈ (l, 2l).

Initial conditions:

P (0, x) = P 0(x), Q(0, x) = Q0(x), (3)

where P 0(x) and Q0(x) are the initial distribution of pressure and volumetric flow rate of gas.
Boundary conditions:
The following conditions are set at the boundaries of the domain:
1. At the wellhead (x = 0):
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P (t, 0) = P0(t), Q(t, 0) = Q0(t). (4)

2. At the domain boundary (x = l):

P (t, l + 0) = P (t, l − 0) + Pres(t), Q(t, l + 0) = Q(t, l − 0) +Qres(t), (5)

where Pres(t) and Qres(t) are the pressure and flow rate of gas from the formation.
3. At the well outlet (x = 2l):

P (t, 2l) = Pout(t), Q(t, 2l) = Qout(t), (6)

where Qres is volumetric flow rate from the reservoir, Pres is reservoir pressure, P 0(x) is initial gas
pressure, Q0(x) is initial gas volumetric flow rate, Pout(t) is outlet pressure, Qout(t) is volumetric flow
rate at the outlet.

To transform the system of first-order hyperbolic equations (1), (2) into one second-order equation:
1. Calculate the derivative with respect to x from (1):

∂2P

∂t∂x
=

∂

∂x

(
∂P

∂t

)
=

∂

∂x

(
−c

2

F
· ∂Q
∂x

)
= −c

2

F
· ∂

2Q

∂x2
. (7)

2. We calculate the derivative with respect to t from equation (2):

∂2Q

∂t2
= −F · ∂

2P

∂t∂x
− 2a · ∂Q

∂t
. (8)

3. Substitute (7) into (8):

∂2Q

∂t2
+ 2a

∂Q

∂t
= c2

∂2Q

∂x2
, x ∈ (0, 2l), t ∈ (0, T ). (9)

Initial and boundary conditions (3)–(6) remain unchanged

Q(0, x) = Q0(x),
∂Q

∂t
(0, x) = G0(x), x ∈ [0, 2l], (10)

Q(t, 0)=Q0 (t), Q(t, 2l)=Qout (t), t∈ [0, T ], (11)

Q(t, l + 0) = Q(t, l − 0) +Qres(t), t ∈ [0, T ], (12)

where G0(x) is the initial velocity of gas displacement.
G0(x) is expressed as follows:

G0(x) = −F · ∂P
0(x)

∂x
− 2aQ0(x).

The direct problem is to find the function Q(t, x) based on the given functions: Q0 (x), G0 (x) ,
Q0 (t), Qres (t), Qout (t).

The inverse problem is formulated as finding the initial velocity of gas displacement G0(x) based
on the known parameters of the direct problem (9)–(12) and the additional condition:

Q(T, x) = Q(1)(x),
∂Q

∂t
(T, x) = Q(2)(x), x ∈ [0, 2l]. (13)
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Solving the inverse problem involves using the method conjugate equations and minimization of
the objective functional, which allows us to restore G0(x), guaranteeing the fulfillment of all conditions
of the problem.

Now we will reduce the equation (9) to an invariant form to get rid of the first-order derivative.
We make the following notation Q (t, x) = V (t, x) · eαt and substitute into (9) and initial boundary

conditions (10)–(12)

∂2V

∂t2
+ (2α+ 2a) ·

∂V

∂t
+
(
α2 + 2a · α

)
V = c2

∂2V

∂x2
.

We have the initial H0 (x) = G0 (x) + α · Q0 (x), boundary V0 (t) = Q0 (t) · e−αt, Vout (t) =
Qout (t) · e−αt, Vres (t) = Qres (t) · e−αt and additional conditions V (T , x) = V (1) (x).

We equate the coefficient α = −a.
Then problem (9)–(12), (13) is transformed into the following problem

∂2V

∂t2
− a2V = c2

∂2V

∂x2
, x ∈ (0, 2l) , t ∈ (0, T ), (14)

with the initial conditions

V (0, x) = Q0 (x) ,
∂V

∂t
(0, x) = H0 (x) , x ∈ [0, 2l] (15)

and the boundary conditions respectively

V (t, 0)=V0 (t), V (t, 2l)=Vout (t), t∈ [0, T ], (16)

V (t, l + 0) = V (t, l − 0) + Vres (t) , t ∈ [0, T ] , (17)

where H0 (x) = G0 (x) + a ·Q0 (x), V0 (t) = Q0 (t) · eat, Vout (t) = Qout (t) · eat, Vres (t) = Qres (t) · eat.
In this direct problem, we need to find V (t, x) given the functions H0 (x) , Q0 (x), V 0 (t), V res (t),

Vout (t).
We have additional conditions

V (T , x) = V (1) (x) at t = T, x ∈ [0, 2l] , (18)

∂V

∂t
(T, x) = V (2) (x) at t = T, x ∈ [0, 2l] . (19)

In the inverse problem, it is necessary to find H0 (x) from the retrospective problem (14), (16),
(17) with the additional condition (18).

2 Statement of the variational problem

The inverse problem of mathematical physics is often reduced to the optimal control problem, which
allows it to be solved using variational methods. In this case, it is required to find the initial values
Q0(x) and H0(x) belonging to the space W 2

2 (0, 2l), such that the solutions of problem (14)–(17), (18),
(19) are as close as possible to the given value V (1)(x) at t = T .

To evaluate how closely the solution V (T, x) matches the desired value V (1)(x), we define the
objective functional:

J
(
H0, Q0

)
=

2l∫
0

[
V
(
T , x;Q0 (x)

)
− V (1) (x)

]2
dx+

2l∫
0

[
Vt
(
T , x;H0 (x)

)
− V (2) (x)

]2
dx→ min, (20)
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Here the notations V
(
T , x;Q0 (x)

)
and Vt

(
T , x;H0 (x)

)
means the dependence of the solution

V (T , x) to problem (14)–(17), (18) on the initial conditions.
The goal is to find functions Q0(x) and H0 (x) that minimize the objective functional J

(
Q0, H0

)
:

J
(
Q0, H0

)
→ min, Q0(x) ∈ G(1)

ad , H
0(x) ∈ G(2)

ad ,

where G(1)
ad ⊂W

1
2 (0, 2l), G

(2)
ad ⊂W

2
2 (0, 2l) is the set of admissible values.

We minimize the functional using the gradient method [21].
To minimize the objective functional J(Q0, H0), the iterative gradient method is used. The value

of the function Q0(x), H0(x) is updated at each iteration using the following formula:

Q0
n+1 = Q0

n − α · J ′
(
Q0
n

)
, H0

n+1 = H0
n − α · J ′

(
H0
n

)
, n = 0, 1, 2, ... ,

where Q0
n(x), H0

n(x) are approximations at the n-th iteration; α is a relaxation parameter. The
relaxation parameter determines different gradient methods, and its choice is important.

J ′(Q0
n(x)) is a gradient of the functional J(Q0) with respect to Q0(x), J ′(H0

n(x)) is a gradient of
the functional J(H0) with respect to H0(x).

Let us define the first variation of the entire functional (20)

δJ
(
Q0, H0

)
= J

(
Q0 + δQ0, H0 + δH0

)
− J

(
Q0, H0

)
=

=

2l∫
0

[
V
(
T , x;Q0 (x) + δQ0

)
− V (1) (x)

]2
dx+

2l∫
0

[
Vt
(
T , x;H0 (x) + δH

)
− V (2) (x)

]2
dx−

−
2l∫
0

[
V
(
T , x;Q0

)
− V (1) (x)

]2
dx−

2l∫
0

[
Vt
(
T , x;H0 (x)

)
− V (2) (x)

]2
dx.

Considering that

V
(
T , x;Q0 (x) + δQ0

)
= V

(
T , x;Q0 (x)

)
+ δV

(
T , x; δQ0 (x)

)
,

Vt
(
T , x;H0 (x) + δH0

)
= Vt

(
T , x;H0 (x)

)
+ δVt

(
T , x; δH0 (x)

)
.

We have

δJ
(
Q0, H0

)
≈

2l∫
0

δV
(
T , x; δQ0 (x)

)
· 2 ·

[
V
(
T , x;Q0 (x)

)
− V (1) (x)

]
dx+

+
2l∫
0

δVt
(
T , x; δH0 (x)

)
· 2 ·

[
Vt
(
T , x;H0 (x)

)
− V (2) (x)

]
dx.

(21)

Due to the smallness of the terms containing δV 2
(
T , x; δQ0 (x)

)
,

[
∂δV

∂t

(
T , x; δH0 (x)

)]2
they can

be neglected.
On the other hand, in accordance with the definition of the Frechet derivative, the equality is

satisfied:
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δJ
(
Q0
)

=< J ′Q0, δQ0 >, δJ
(
H0
)

=< J ′H0, δH0 > . (22)

Let us introduce the following notations:

Ṽ (t, x)=V
(
t, x;H0 + δH0

)
, V (t, x) = V

(
t, x;H0

)
, δV (t, x) = Ṽ (t, x)− V (t, x) .

Let us consider the perturbed problem corresponding to problem (14)–(17):

∂2Ṽ

∂t2
− a2Ṽ = c2

∂2Ṽ

∂x2
, x ∈ (0, 2l) , t ∈ (0, T ), (23)

with initial conditions:

Ṽ (0, x) = Q0 (x) + δQ0 (x) ,
∂Ṽ

∂t
(0, x) = H0 (x) + δH0, x ∈ [0, 2l] , (24)

boundary conditions:

Ṽ (t, 0)=V0 (t), Ṽ (t, 2l)=Vout (t), t∈ [0, T ], (25)

and the consistency condition:

Ṽ (t, l + 0) = Ṽ (t, l − 0) + Vres (t) , t ∈ [0, T ] . (26)

Let us subtract problem (23)–(26) from problem (14)–(17) to obtain the equation for δV
(
T , x; δH0

)
:

∂2δV

∂t2
− a2δV = c2

∂2δV

∂x2
, x ∈ (0, 2l) , t ∈ (0, T ), (27)

δV (0, x) = δQ0 (x) ,
∂δV

∂t
(0, x) = δH0 (x) , x ∈ [0, 2l] , (28)

δV (t, 0) = 0, δV (t, 2l) = 0, t ∈ [0, T ] , (29)

δV (t, l − 0) = δV (t, l + 0) , t ∈ [0, T ] . (30)

Let us consider an expression that is identically equal to zero obtained from (27) by multiplying
by the still unknown function V ∗ (t, x) and integrating over t and over x.

(AδV , V ∗) =

T∫
0

2l∫
0

[
∂2δV

∂t2
− a2δV − c2

∂2δV

∂x2

]
· V ∗dxdt ≡ 0,

where AV =
∂2V

∂t2
− a2V − c2

∂2V

∂x2
.

Let’s perform integration by parts of this expression:

T∫
0

2l∫
0

[
∂2δV

∂t2
− a2δV − c2

∂2δV

∂x2

]
· V ∗dxdt =
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=

2l∫
0

∂δV
∂t
· V ∗

∣∣T
0
−

T∫
0

∂δV

∂t
·
∂V ∗

∂t
dt

 dx− a2 T∫
0

2l∫
0

δV · V ∗dxdt−

−c2
T∫
0

∂δV
∂x

V ∗
∣∣2l
0
−

2l∫
0

∂δV

∂x
·
∂V ∗

∂x
dx

 dt.
We again perform integration by parts for the original expression:

(AδV , V ∗) =

T∫
0

2l∫
0

[
∂2V ∗

∂t2
− a2V ∗ − c2

∂2V ∗

∂x2

]
δV dxdt+

2l∫
0

[
∂δV

∂t
(T, x)V ∗ (T, x)−

−
∂δV

∂t
(0, x)V ∗ (0, x)− δV (T, x)

∂V ∗

∂t
(T, x) + δV (0, x)

∂V ∗

∂t
(0, x)

]
dx−

−c2
T∫
0

[
−
∂δV

∂x
(t, 0)V ∗ (t, 0) +

∂δV

∂x
(t, 2l)V ∗ (t, 2l) +

+δV (t, 0)
∂V ∗

∂x
(t, 0)− δV (t, 2l)

∂V ∗

∂x
(t, 2l)

]
dt.

Taking into account the boundary conditions (28)–(30), we write the expression as follows:

(δV ,A∗V ∗) =

T∫
0

2l∫
0

[
∂2V ∗

∂t2
− a2V ∗ − c2

∂2V ∗

∂x2

]
δV dxdt+

2l∫
0

[
∂δV

∂t
(T, x)V ∗ (T, x)−

−
∂δV

∂t
(0, x)V ∗ (0, x)− δV (T, x)

∂V ∗

∂t
(T, x) + δV (0, x)

∂V ∗

∂t
(0, x)

]
dx−

− c2
T∫
0

[
−
∂δV

∂x
(t, 0)V ∗ (t, 0) +

∂δV

∂x
(t, 2l)V ∗ (t, 2l)

]
dt. (31)

To satisfy the Lagrange identity, the requirements that all non-integral terms be equal to zero, as
well as the conditions for the variations of the functional (21) and the Frechet derivatives (22), lead to
the following conjugate problem.

A∗V ∗ =
∂2V ∗

∂t2
− a2V ∗ − c2

∂2V ∗

∂x2
= 0, (32)

V ∗ (T, x) = 2
[
V
(
T , x;Q0

)
− V (1) (x)

]
,

∂V ∗

∂t
(T, x) = 2

[
Vt
(
T , x;H0

)
− V (2) (x)

]
, (33)

V ∗ (t, 0) = 0, V ∗ (t, 2l) = 0. (34)

These arguments on the expression (31) lead to the following lemma.
Lemma. Let Q0, Q0 + δQ0 ∈ G(1)

ad , H0, H0 + δH0 ∈ G(2)
ad be given elements.
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If V
(
t, x;Q0 (x)

)
is a solution to problem (14)–(17), and V ∗

(
t, x;Q0

)
is a solution to adjoint

problem (32)–(34), then the following identity holds

2l∫
0

δ
∂δV

∂t
(T, x)V ∗ (T, x) dx−

2l∫
0

∂δV

∂t
(0, x)V ∗ (0, x) dx =

=
2l∫
0

δV (T, x)
∂V ∗

∂t
(T, x) dx−

2l∫
0

δV (0, x)
∂V ∗

∂t
(0, x) dx.

(35)

From condition (35), taking into account boundary conditions (28), (33) and the definition of the
Frechet derivative (22), we obtain the form

J ′
(
Q0
)

= −V ∗ (0, x) , J ′
(
H0
)

= −
∂V ∗

∂t
(0, x) . (36)

Adjoint problem (32)–(34), the formulas for the gradients of the functional (36) follow from the
Lagrange principle:

(AδV , V ∗) = (δV ,A∗V ∗)

and is called the principle of duality.

3 Algorithm for solving a variational problem

1. Set the initial approximation Q0
0(x), H0

0 (x).
2. Assume that Q0

n and H0
n are already known, then solve direct problem (14)–(17).

3. We calculate the value of the functional

J
(
Q0
n, H

0
n

)
=

2l∫
0

[
V
(
T , x;Q0

n

)
− V (1) (x)

]2
dx+

2l∫
0

[
∂V

∂t

(
T , x;H0 (x)

)
− V (2) (x)

]2
dx.

4. If the current value of the functional J
(
Q0
n, H

0
n

)
is not small enough, then we solve adjoint

problem (32)–(34).
5. Calculate the gradient of functional (36).
6. We calculate the next approximation

Q0
n+1 = Q0

n − α · J ′
(
Q0
n

)
, H0

n+1 = H0
n − α · J ′

(
H0
n

)
.

7. We return to step 2 using the updated Q0
n+1, H0

n+1.

4 Numerical solution of the direct problem

4.1 Scheme for solving the direct problem

We approximate the problem (14)–(17) using a uniform grid. Let Nt be the number of grid nodes
in time on the interval [0, T ] , and Nx be the number of grid nodes in space on the interval [0, 2l].

Let us construct in the domain Ω = ((0, 2l)× (0, T )) a regular grid ωh with steps τ = T/Nt,
h = 2l/Nx, where Nt, Nx are positive integers.

In the grid ωhτ =
{
x = ih, t = kτ, i = 0, Nx, k = 0, Nt

}
, we formulate the difference

problem. Accordingly, we write the approximation of problem (14)–(17) as follows: we replace the
derivatives included in equation (14) by the formulas
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∂2V

∂t2
∼ yktt =

yk+1
i − 2yki + yk−1i

τ2
,

∂2V

∂x2
∼ Λyk = ykxx =

V k
i+1 − 2V k

i + V k
i−1

h2
.

Let’s consider a family of schemes with weights

yktt = c2Λ
(
σyn+1 + (1− 2σ) yn + σyn−1

)
+ a2 · yni , (37)

y0 = y0 (t) , yNx = yout (t) , t ∈ [0, T ] ,

y0 (x) = Q0 (x) , yt (0, x) = H̃0 (x) .

The boundary conditions and the first initial condition on the grid ωhτ are satisfied exactly. We

choose H̃0 (x) so that the approximation error H̃0 (x)−
∂V (0, x)

∂t
is O

(
τ2
)
.

Thus, the difference problem is posed. To determine yn+1
i , we obtain the boundary value problem

c2σ · γ2 ·
(
yn+1
i+1 + yn+1

i−1
)
−
(
1 + 2c2σγ2

)
yn+1
i = −Fi, 0 < i < Nx, (38)

y0 = V0(t
t+1), yNx = Vout(t

t+1), γ =
τ

h
, (39)

Fi =
(
2yni − yn−1i

)
+ a2τ2yni + c2τ2 (1− 2σ) · ynxx + c2τ2σ · γ2yn−1xx ,

Fi =
(
2 + a2τ2

)
yni − yn−1i + c2τ2 (1− 2σ) · ynxx + c2τ2yn−1xx . (40)

Problem (38)–(40) is solved by the sweep method. The sweep is stable for σ > 0.
The approximation error for scheme (38) will be ψ = O

(
τ2 + h2

)
, provided that the second initial

Vt (0, x) = H̃0 (x) is approximated by the second order. If we put

H̃0 (x) = H0 (x) + 0, 5τ ·
(
a2Q0 (x) + c2 (Q0 (x))′′

)
,

then H̃0 (x)− Vt (x) = O
(
τ2
)
.

Next

y0 = Q0 (xi) , y1i = y0i + h · H̃0 (xi) , i = 1, ..., Nx.

4.2 Scheme of the solution of the adjoint problem.

Analogously to the direct one, we approximate the problem (34)–(36) using a uniform grid. Ac-
cordingly, we write the approximation of the problem (34)–(36) as follows:

y∗tt = c2Λ
(
σy∗n+1 + (1− 2σ) y∗n + σy∗n−1

)
+ a2 · y∗ni , (41)

y∗Nt
i = 0, (42)

y∗n0 = 0, y∗nNx
= 0, n = Nt − 1, Nt − 2, ..., 1, (43)

where V (x) = 2
(
V
(
T, x;H0

)
− V (1)(x)

)
.
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To determine y∗n−1i from (41), we obtain a three-layer difference problem

c2σΛy∗n−1 − y∗n−1/τ2 =
− ay∗n+1

i − 2yni
τ2

− c2Λ
(
σy∗n+1 + (1− 2σ) y∗n

)
+ a2 · y∗ni . (44)

Multiplying (44) by τ2 and expanding the difference operator Λ, we have

c2σ · γ2 ·
(
y∗n−1i+1 + y∗n−1i−1

)
−
(
1 + 2c2σγ2

)
y∗n−1i = −Fi, 0 < i < Nx, (45)

where Fi =
(
2yni − y

n−1
i

)
+ a2τ2y∗ni + c2τ2σy∗n+1 + c2τ2 (1− 2σ) y∗n.

Problem (45) with conditions (42), (43) is also solved by the sweep method [22]. From (45) it is
clear that the sweep is stable for σ > 0.

5 Numerical solution of the problem

5.1 Computational experiment

The following initial data were set for the computational experiment: Q0 = 0.21 (m3/s) is volumet-
ric flow rate of the injected gas, P̄0 = 1.0355 is initial pressure distribution, P pl = 0.2195 is formation
pressure, Qpl = 0.001 (m3/s) is volumetric flow rate from the formation, P out = 1 is outlet pressure,
Qout = 0.2 (m3/s) is volumetric flow rate at the outlet, l̄ = 1 is well depth, λ1 = 0.01 is hydraulic
resistance in the ring, λ2 = 0.23 is hydraulic resistance in the well, d1 ≈ 0.1353 (m) is effective diam-
eter of the well annular space, d2 = 0.073 (m) is diameter of the inner well, ρ1 = 0.75 (kg/m3) is gas
density, ρ2 = 700 (kg/m3) is oil density, g = 9.8 (m/s2) is acceleration due to gravity, c1 = 331 (m/s)

is С-speed of sound in the annular space, c2 = 850 (m/s) is speed of sound in the well, r1 =
d1

2
(m) is

radii of the annular space, r2 =
d2

2
(m) is radii of the inner well, F1 = πr21 (m2) is cross-sectional area

of the annular space of the well, F2 = πr22 (m2) is cross-sectional area of the inner well, w1 =
Q0

F1ρ1

(m/s) is averaged over the cross-section velocity of the mixture in the annulus, w2 =
Q0

F2ρ2
(m/s) is

averaged over the cross-section velocity of the mixture in the well; coefficients in the ring and the inner

well: a1 =
g

2w1
+
λ1w1

4d1
, a2 =

g

2w2
+
λ2w2

4d2
.

Figure 1. Graphs of functions a and c
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Figure 2. Graph of functions F

The graphs of the functions a, c and F are shown in Figures 1 and 2. They show the change in
these parameters along the wellbore depth and reflect the physical conditions in the annular space and
in the wellbore.

We computed the test problem using the following parameters:
l = 1, T = 0.001, Nx = 21, Nt = 21, grid steps h = 2l

Nx
and τ = T

Nt
, gradient descent step α = 0.09.

The initial conditions Q0(x) and P 0(x) for the direct problem were specified as linear functions:

Q0(x) = Q0 +
Qout −Q0

2l
· x,

P 0(x) = P0 +
Pout − P0

2l
· x.

Figure 3. Graph of functions P 0 (x)
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Figure 4. Graph of functions Q0 (x)

Figures 3 and 4 show the graphs of the function P 0 (x), Q0 (x).

The additional condition for the inverse problem was set as follows:

V (1)(T, x) =
(
−x2 + q · x+ r

)
· eaT ,

V (2)(T, x) = a ·
(
−x2 + q · x+ r

)
· eaT ,

where q =
Qout −Q0 + 4l2

2l
, r = Q0.

For the numerical solution of the direct and adjoint problem in the difference schemes (37), (41),
the weight coefficient σ is chosen equal to 1. The program is implemented in Python 3.13.2. The
library for working with multidimensional arrays numpy and matplotlib.pyplot were used to output
graphs.

Figure 5. Initial approximation H0 (x)

The initial approximation of the sought function H0
n is given in the form of piecewise constant

functions as shown in Figure 5. The graph shows a stepwise distribution associated with a sharp
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change in the functions a in the middle of the region. This is due to the fact that the values of the
physical parameters at depth l change when moving from the annular space of the outer well to the
production well.

Figure 6. Graph of functions V (1) (x)

Figure 6 shows a graph of the change in the values of V (1) (x).

In the iterative process, the value of the functional J decreases monotonically and reaches the value
‖Jn − Jn−1‖ ≤ ε, ε = 1 × 10−7 at n = 66 iterations. The graph of the decrease in the value of the
functional is shown in Figure 7.

Figure 7. Graph of decreasing functional J
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Figure 8. Graph of the solution of the direct problem of functions V (t, x)

Figure 9. Graph of the solution of the conjugate problem of functions V ∗ (t, x)

Figures 8 and 9 show three-dimensional graphs of the functions V and V ∗.
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Figure 10. H0
n graphs

Figure 11. Q0
n graphs

Figures 10 and 11 show the graphs of the desired functions H0
n and Q0

n for 66 iterations.
It is known that the adjoint problem carries valuable information about the solution of the direct

problem. This property is confirmed by numerical calculations, since the gradients of the functional for
determining the initial conditions of the direct problem at each iteration were chosen as the solution
of the adjoint problem at t = 0, i.e.,

J ′
(
H0
n

)
= V ∗ (0, x) , J ′

(
Q0
n

)
=
∂V ∗

∂t
(0, x) .

The numerical calculations performed confirm the effectiveness of the proposed algorithm for mod-
eling the gas lift process of oil production.

Conclusion

In this paper, we present a numerical method for solving direct and inverse problems associated
with the gas-lift oil production process using the adjoint equation method. The mathematical model
of the process is represented by a hyperbolic equation. The inverse problem is formulated as a problem
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of restoring the initial condition based on additional information about the solution at t = T . To
solve it, an optimal control method is used, including minimization of the objective functional using
the gradient method, where the gradient of the functional is determined through the solution of the
adjoint retrospective problem.

The numerical experiment results demonstrate the effectiveness of the proposed method for inverse
problems in the gas-lift process. The plotted graphs demonstrate that with the correct choice of
parameters, such as the gradient descent step, it is possible to achieve high accuracy of the solution in
a relatively small number of iterations.

The proposed method has practical value, as it enables optimization of gas-lift well operating
parameters, reducing gas injection costs while maximizing oil recovery. In the future, the method can
be expanded to analyze the influence of various boundary conditions and nonlinear effects, and also
adapted to multidimensional models of the gas-lift process, which will expand its scope of application
in the oil industry.
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Introduction

The study of symmetric and generalized symmetric manifolds play an important role in differential
geometry due to their rich structures and diverse applications in both mathematics and theoretical
physics. Among the various extensions of, symmetric spaces, the concept of weakly symmetric mani-
folds, which was first introduced by Tamassy and Binh [1], has been a focal point. This concept has
been studied by many geometers (for details, please see [2–9]).

A non-flat, n-dimensional Riemannian manifold (Mn, g) n > 2 is called a generalized weakly
symmetric manifold [10] if its curvature tensor R of type (0, 4) is non zero and satisfies the condition:

(∇UR)(V,X, Y, Z) = A(U)R(V,X, Y, Z) +B(V )R(U,X, Y, Z) +B(X)R(V,U, Y, Z)

+D(Y )R(V,X,U, Z) +D(Z)R(V,X, Y, U) + α(U)G(V,X, Y, Z)

+ β(V )G(U,X, Y, Z) + β(X)G(V,U, Y, Z) + γ(Y )G(V,X,U, Z)

+ γ(Z)G(V,X, Y, U),

where G(X, Y )Z = g(Y, Z)X − g(X, Z)Y, and A, B, D, α, β, γ are non zero 1-forms defined as
follows: A(X) = g(X, θ1), B(X) = g(X,φ1), D(X) = g(X,π1), α(X) = g(X, θ2), β(X) = g(X,φ2)
and γ(X) = g(X,π2), in which θ1, φ1, π1, θ2, φ2 and π2 are associated vector fields of A, B, D, α, β
and γ respectively.

Keeping in tune with Shaikh and Patra [11], we shall call a Riemannian manifold of dimension n,
hyper-generalized weakly symmetric if it admits the equation:

(∇UR)(V,X, Y, Z) = A(U)R(V,X, Y, Z) +B(V )R(U,X, Y, Z) +B(X)R(V,U, Y, Z)

+D(Y )R(V,X,U, Z) +D(Z)R(V,X, Y, U)

+ α(U)(g ∧ S)(V,X, Y, Z) + β(V )(g ∧ S)(U,X, Y, Z)
+ β(X)(g ∧ S)(V,U, Y, Z) + γ(Y )(g ∧ S)(V,X,U, Z)
+ γ(Z)(g ∧ S)(V,X, Y, U),

∗Corresponding author. E-mail: devi_saroja@rediffmail.com
Received: 30 September 2024; Accepted: 18 March 2025.
c© 2025 The Authors. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/)
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where

(g ∧ S)(V,X, Y, Z) = g(V,Z)S(X,Y ) + g(X,Y )S(V,Z)− g(V, Y )S(X,Z)

− g(X,Z)S(V, Y ),
(1)

and A, B, D, α, β, γ are non zero 1-forms defined as follows: A(X) = g(X, θ1), B(X) = g(X,φ1),
D(X) = g(X,π1), α(X) = g(X, θ2), β(X) = g(X,φ2) and γ(X) = g(X,π2).

The (H(GWS))n manifolds exhibit various properties, aligning with different types of symmetric
spaces.

In recent years, Blaga et al. [12] studied hyper generalized pseudo Q-symmetric semi-Riemannian
manifold. And Bakshi et al. [13] investigated the existence of hyper-generalized weakly symmetric
Lorentzian para-Sasakian manifold.

The concept of an almost para-contact structure was introduced by Sato [14] as an analogue to
the almost contact structure, which has been widely studied in differential geometry. While an almost
contact manifold is always of odd dimension, an almost para-contact manifold can exist in both odd
and even dimensions, making it more versatile structure in geometric analysis.

Kaneyuki and Williams [15] further developed this idea by investigating the almost para-contact
structure on pseudo-Riemannian manifolds. Recently, there has been a growing interest in almost
para-contact geometry, in particular, para-Sasakian geometry, due to its connections with the theory
of para-Kähler manifolds. The study of almost para-contact and para-Sasakian structures is also grow-
ing traction because of their applications in pseudo-Riemannian geometry and mathematical physics.
Almost para-contact structures facilitate the exploration of new geometric invariants and curvature con-
ditions that difer significantly from their contact counter parts. In recent year, Bulut and İnselöz [16]
studied para-Sasaki-like Riemannian manifolds with generalized symmetric metric connection. Ex-
tending this, we study para-Sasakian manifold whose curvature tensor satisfies the hyper-generalized
weakly symmetric condition.

Golab [17] extended the concept of semi-symmetric connection by introducing the notion of a
quarter-symmetric connection within differentiable manifolds equipped with an affine connection. This
idea was subsequently explored further by researchers such as Mondal and De [18], Rastogi [19, 20],
Yano and Imai [21], among others.

A linear connection ∇̃ on an n-dimensional Riemannian manifold (M, g) is defined as a quarter-
symmetric connection [17], if its torsion tensor T of the connection ∇̃, given by

T (U, V ) = ∇̃UV − ∇̃V U − [U, V ],

satisfies the condition

T (U, V ) = η(V )φU − η(U)φV,

where η is a 1-form and φ is a (1,1)-tensor field.
In special case, where φU = U , the quarter-symmetric connection reduces to the semi-symmetric

connection [22, 23], thus showing that the concept of a quarter-symmetric connection generalizes the
idea of the semi-symmetric connection.

When a quarter-symmetric connection ∇̃ satisfies

(∇̃Ug)(V,W ) = 0,

it is known as a quarter-symmetric metric connection. Otherwise it is referred to as a quarter-symmetric
non metric connection.

The structure of this paper is as follows: in Section 2, we define para-Sasakian manifold and present
some known results of para-Sasakian manifold. Then in the next section, we discuss hyper-generalized
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para-Sasakian manifold and derive some relations of the 1-forms. In the next two sections, we discuss
the conditions under which a hyper-generalized weakly symmetric para-Sasakian manifold admitting
Codazzi type of Ricci tensor and recurrent tensor becomes an η-Einstein manifold.

1 Para-Sasakian Manifold

Consider M as an n-dimensional almost para-contact metric manifold admitting an almost para-
contact metric structure (φ, ξ, η, g), where φ is a (1, 1) tensor field, ξ is a vector field, η is a 1-form and
g is a Riemannian metric. Then [24]

φ2U = U − η(U)ξ, η(ξ) = 1, φξ = 0, η(φU) = 0,

g(φU, φV ) = −g(U, V ) + η(U)η(V ), g(φU, V ) = −g(U, φV ), g(U, ξ) = η(U),

for all vector fields U , V on TM .
An almost para-contact manifold is called a para-Sasakian manifold if

(∇Uφ)V = −g(U, V )ξ + η(V )U,

dη = 0 and ∇Uξ = −φU.

In a para-Sasakian manifold equipped with the structure (φ, ξ, η, g), the following relations also hold [24]

(∇Uη)V = g(U, φV ),

η(R(U, V )W ) = g(U,W )η(V )− g(V,W )η(U),

R(ξ, U)V = −g(U, V )ξ + η(V )U,

R(U, V )ξ = η(U)V − η(V )U,

S(U, ξ) = −(n− 1)η(U),

Qξ = −(n− 1)ξ,

for all U, V ∈ TM , where S is the Ricci tensor, R is a Riemannian curvature tensor.
Let us consider a quarter-symmetric metric connection ∇̃ on a para-Sasakian manifold [25] given

by

∇̃UV = ∇UV + η(V )φU − g(φU, V )ξ. (2)

The curvature tensor R̃ associated with the quarter-symmetric connection relates to the curvature
tensor R of the Levi-Civita connection by [26]:

R̃(U, V )W = R(U, V )W + 3g(φU,W )φV − 3g(φV,W )φU + [η(U)V − η(V )U ]η(W )

− [g(V,W )η(U)− g(U,W )η(V )]ξ,
(3)

which yields

S̃(V,W ) = S(V,W ) + 2g(V,W )− (n+ 1)η(V )η(W )− 3trφg(φV,W ),

where S̃ and S are Ricci tensor of ∇̃ and ∇, respectively.
Definition 1. A para-Sasakian manifold M is said to be an η-Einstein manifold, if its Ricci tensor

S is of the form
S (X, Y ) = αg (X, Y ) + βη (X) η (Y )

for any vector fields X and Y , where α and β are constants. If β = 0, then the manifold M2n+1 is an
Einstein manifold.
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2 Hyper-Generalized Weakly Symmetric Para-Sasakian Manifolds

A para-Sasakian manifold is considered to be hyper-generalized weakly symmetric if it satisfies the
following curvature condition [11]

(∇UR)(V,X, Y,W ) = A(U)R(V,X, Y,W ) +B(V )R(U,X, Y,W ) +B(X)R(V,U, Y,W )

+D(Y )R(V,X,U,W ) +D(W )R(V,X, Y, U)

+ α(U)(g ∧ S)(V,X, Y,W ) + β(V )(g ∧ S)(U,X, Y,W )

+ β(X)(g ∧ S)(V,U, Y,W ) + γ(Y )(g ∧ S)(V,X,U,W )

+ γ(W )(g ∧ S)(V,X, Y, U),

(4)

where g ∧ S is defined in (1).
By applying (1) and then contracting it with U and V in (4), we obtain

(∇US)(V,W ) = A(U)S(V,W ) +B(V )S(U,W ) +D(W )S(U, V ) +B(R(U, V )W )

+D(R(U,W )V ) + α(U)[(n− 2)S(V,W ) + rg(V,W )]

+ β(V )[(n− 2)S(U,W ) + rg(U,W )] + γ(W )[(n− 2)S(U, V ) + rg(U, V )]

+ β̃(U)g(V,W ) + β(U)S(V,W )− β(V )S(U,W )− β̃(V )g(U,W )

+ γ̃(U)g(V,W ) + γ(U)S(V,W )− γ̃(W )g(V,U)− γ(W )S(V,U).

(5)

By further contracting the above equation, we get

dr(U) = rA(U) + 2B̃(U) + 2D̃(U) + 2(n− 1)rα(U) + 2(n− 2)[ ˜β(U) + γ̃(U)]

+ 2r[β(U) + γ(U)],
(6)

where B̃(U) = S(U, φ1), D̃(U) = S(U, π1), β̃(U) = S(U, φ2) and γ̃(U) = S(U, π2). Assuming that
the scalar curvature of a hyper-generalized weakly symmetric para-Sasakian manifold is a non-zero
constant (to avoid flat manifold and to preserve the para-Sasakian Structure), equation (6) reduces to

r[A(U) + 2(n− 1)α(U) + 2β(U) + 2γ(U)]

= −2B̃(U)− 2D̃(U)− 2(n− 2)[ ˜β(U) + γ̃(U)].
(7)

This leads to the following result:

Theorem 1. LetM be a hyper-generalized weakly symmetric para-Sasakian manifold with non-zero
constant scalar curvature. The 1-forms are then related by the equation (7).

Putting V = ξ in (5), we get

(∇US)(ξ,W ) = −(n− 1)A(U)η(W ) +B(ξ)S(U,W )− (n− 1)D(W )η(U) +B(ξ)g(U,W )

− η(W )B(U) +D(W )η(U)− η(W )D(U)− (n− 1)(n− 2)α(U)η(W )

+ rη(W )α(U) + (n− 2)β(ξ)S(U,W ) + rβ(ξ)g(U,W )− β̃(ξ)g(U,W )

+ rγ(W )η(U) + β̃(U)η(W )− (n− 1)β(U)η(W )− β(ξ)S(U,W ) + γ̃(U)η(W )

− (n− 1)γ(U)η(W )− γ̃(W )η(U) + (n− 1)γ(W )η(U)

− (n− 1)(n− 2)γ(W )η(U).

(8)
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Setting W = ξ in (5), we have

(∇US)(V, ξ) = −(n− 1)A(U)η(V )− (n− 1)B(V )η(U) +D(ξ)S(U, V ) +B(V )η(U)

−B(U)η(V ) +D(ξ)g(U, V )−D(U)η(V )− (n− 1)(n− 2)α(U)η(V )

+ rα(U)η(V )− (n− 1)(n− 2)β(V )η(U) + rβ(V )η(U) + rγ(ξ)g(U, V )

+ (n− 2)γ(ξ)S(U, V ) + β̃(U)η(V )− (n− 1)β(U)η(V )− β̃(V )η(U)

+ (n− 1)β(V )η(U) + γ̃(U)η(V )− (n− 1)γ(U)η(V )− γ̃(ξ)η(V )

− γ(ξ)S(U, V ).

(9)

Replacing V =W in the above equation, we obtain

(∇US)(W, ξ) = −(n− 1)A(U)η(W )− (n− 1)B(W )η(U) +D(ξ)S(U,W ) +B(W )η(U)

−B(U)η(W ) +D(ξ)g(U,W )−D(U)η(W )− (n− 1)(n− 2)α(U)η(W )

+ rα(U)η(W )− (n− 1)(n− 2)β(W )η(U) + rβ(W )η(U) + rγ(ξ)g(U,W )

+ (n− 2)γ(ξ)S(U,W ) + β̃(U)η(W )− (n− 1)β(U)η(W )− β̃(W )η(U)

+ (n− 1)β(W )η(U) + γ̃(U)η(W )− (n− 1)γ(U)η(W )− γ̃(ξ)η(W )

− γ(ξ)S(U,W ).

(10)

Comparing (8) and (10), we have

[B(ξ) + (n− 3)β(ξ)−D(ξ)− (n− 1)γ(ξ)]S(U,W )

= [(n− 2)D(Z) + (n− 2)2γ(W )− rγ(W )− (n− 2)B(W ) + (n− 1)(n− 3)β(W ) + rβ(W )

− β̃(W )]η(U) + [β̃(ξ)− (r + 1)β(ξ) + rγ(ξ)− γ̃(ξ)]g(U,W ).

(11)

Putting U = ξ in (11), we get

(n− 2)D(W ) + (n− 2)2γ(W )− rγ(W )− (n− 2)B(W ) + (n− 1)(n− 3)β(W )

+ rβ(W )− β̃(W ) = [(n− 1)B(ξ) + (n− 1)(n− 3)β(ξ)− (n− 1)D(ξ)

− (n− 1)2γ(ξ)β̃(ξ)− (r + 1)β(ξ) + rγ(ξ)− γ̃(ξ)]η(W ).

(12)

Substituting (12) in (11), we deduce

[B(ξ) + (n− 3)β(ξ)−D(ξ)− (n− 1)γ(ξ)]S(U,W )

= [(n− 1)B(ξ) + (n− 1)(n− 3)β(ξ)− (n− 1)D(ξ)

− (n− 1)2γ(ξ)β̃(ξ)− (r + 1)β(ξ) + rγ(ξ)− γ̃(ξ)]η(U)η(W )

+ [β̃(ξ)− (r + 1)β(ξ) + rγ(ξ)− γ̃(ξ)]g(U,W ).

Thus, we can state the following theorem:

Theorem 2. A hyper-generalized para-Sasakian manifold is an η-Einstein manifold if

B(ξ) + (n− 3)β(ξ) 6= D(ξ) + (n− 1)γ(ξ).

We can also observe that,

(∇XS)(Y, ξ) = −(n− 1)g(X,φY ) + S(Y, φX). (13)
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From (9) and (13), we derive

− (n− 1)g(U, φV ) + S(V, φU)

= −(n− 1)A(U)η(V )− (n− 1)B(V )η(U) +D(ξ)S(U, V ) +B(V )η(U)

−B(U)η(V ) +D(ξ)g(U, V )−D(U)η(V )− (n− 1)(n− 2)α(U)η(V )

+ rα(U)η(V )− (n− 1)(n− 2)β(V )η(U) + rβ(V )η(U) + rγ(ξ)g(U, V )

+ (n− 2)γ(ξ)S(U, V ) + β̃(U)η(V )− (n− 1)β(U)η(V )− β̃(V )η(U)

+ (n− 1)β(V )η(U) + γ̃(U)η(V )− (n− 1)γ(U)η(V )− γ̃(ξ)η(V )− γ(ξ)S(U, V ).

(14)

Setting U = V = ξ in (14) yields

(n− 1)[A(ξ) +B(ξ) +D(ξ) + (n− 2)α(ξ) + (n− 2)β(ξ) + (n− 2)γ(ξ)]

− r[α(ξ) + β(ξ) + γ(ξ)] = 0.
(15)

The above equation expresses a relationship between these functions along ξ (reeb vectors), indicating
how the curvature properties interact under hyper-generalized weak symmetric. Hence, the following
theorem can be stated:

Theorem 3. In para-Sasakian manifold with hyper-generalized weakly symmetric curvature condi-
tion, the relations (15) holds.

3 Codazzi Type Of Ricci Tensor

A Ricci tensor is of Codazzi type when its covariant derivative is symmetric with respect to its
indices, i.e, for any vector fields U, V,W it satisfies

(∇US)(V,W ) = (∇WS)(V,U), (16)

where ∇ is the Levi-Civita connection of the manifold’s metric.
In view of (5) and (16), we have

0 = [A(U)−D(U) + (n− 2)α(U)− (n− 4)γ(U) + β(U)]S(V,W )

+ [D(W ) + (n− 4)γ(W )−A(W )− (n− 2)α(W )− β(W )]S(V,U)

+ [rα(U) + β̃(U) + 2γ̃(U)− rγ(U)]g(V,W )

+ [rγ(W )− γ̃(W )− rα(W )− β̃(W )− γ̃(W )]g(V,U)

+B(R(U, V )W ) + 2D(R(U,W )V )−B(R(W,V )U).

(17)

Now by substituting W = ξ in (17), we obtain

0 = −(n− 1)[A(U)−D(U) + (n− 2)α(U)− (n− 4)γ(U) + β(U)]η(V )

+ [D(ξ) + (n− 4)γ(ξ)−A(ξ)− (n− 2)α(ξ)− β(ξ)]S(V,U)

+ [rα(U) + β̃(U) + 2γ̃(U)− rγ(U)]η(V )

+ [rγ(ξ)− γ̃(ξ)− rα(ξ)− β̃(ξ)− γ̃(ξ)]g(V,U)

−B(V )η(U) +B(U)η(V )− 2D(U)η(V ) + 2D(ξ)g(U, V )

+B(ξ)g(V,U)−B(V )η(U).

(18)

Putting U = ξ in (18), we get

B(V ) = B(ξ)η(V ). (19)
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Replacing V = ξ in (18), we deduce

(n− 1)[A(U)−D(U) + (n− 2)α(U)− (n− 4)γ(U) + β(U)]

− [rα(U) + β̃(U) + 2γ̃(U)− rγ(U)]−B(U) + 2D(U)

= {−(n− 1)[D(ξ) + (n− 4)γ(ξ)−A(ξ)− (n− 2)α(ξ)− β(ξ)]
+ [rγ(ξ)− 2γ̃(ξ)− rα(ξ)− β̃(ξ)−B(ξ) +D(ξ)]}η(U).

(20)

Using (19) and (20) in (18), we obtain

[D(ξ) + (n− 4)γ(ξ)−A(ξ)− (n− 2)α(ξ)− β(ξ)]S(U, V )

= {−(n− 1)[D(ξ) + (n− 4)γ(ξ)−A(ξ)− (n− 2)α(ξ)− β(ξ)]
+ [rγ(ξ)− 2γ̃(ξ)− rα(ξ)− β̃(ξ)−B(ξ) +D(ξ)]}η(U)η(V )

− [rγ(ξ)− 2γ̃(ξ)− rα(ξ)− β̃(ξ)−B(ξ) +D(ξ)]g(U, V ).

From this, we can present the following theorem:
Theorem 4. A hyper-generalized weakly symmetric para-Sasakian manifold is η-Einstein if it admits

Codazzi type of Ricci tensor, provided that

D(ξ) + (n− 4)γ(ξ) = A(ξ) + (n− 2)α(ξ) + β(ξ).

4 Recurrent Ricci Tensor

If the hyper-generalized weakly symmetric para-Sasakian manifold has a recurrent Ricci tensor then

(∇US)(V,W ) = λ(U)S(V,W ). (21)

In view of (5) and (21), we have

λ(U)S(V,W ) = A(U)S(V,W ) +B(V )S(U,W ) +D(W )S(U, V ) +B(R(U, V )W )

+D(R(U,W )V ) + α(U)[(n− 2)S(V,W ) + rg(V,W )]

+ β(V )[(n− 2)S(U,W ) + rg(U,W )] + γ(W )[(n− 2)S(U, V ) + rg(U, V )]

+ β̃(U)g(V,W ) + β(U)S(V,W )− β(V )S(U,W )− β̃(V )g(U,W )

+ γ̃(U)g(V,W ) + γ(U)S(V,W )− γ̃(W )g(V,U)− γ(W )S(V,U).

(22)

Placing W = ξ in (22), we obtain

−(n− 1)λ(U)η(V ) = −(n− 1)A(U)η(V )− (n− 1)B(V )η(U) +D(ξ)S(U, V )

+B(V )η(U)−B(U)η(V ) +D(ξ)g(U, V )−D(U)η(V )

− (n− 1)(n− 2)α(U)η(V ) + rα(U)η(V ) + β̃(U)η(V )

+ rβ(V )η(U) + (n− 2)γ(ξ)S(U, V ) + rγ(ξ)g(U, V )

− (n− 1)β(U)η(V ) + (n− 1)β(V )η(U)− β̃(V )η(U)

+ γ̃(U)η(V )− (n− 1)γ(U)η(V )− γ̃(ξ)g(V,U)− γ(ξ)S(V,U)

− (n− 1)(n− 2)β(V )η(U).

(23)

Putting U = ξ in (23), we have

− (n− 2)B(V )− (n− 1)(n− 3)β(V ) + rβ(V )− β̃(V )

= [−(n− 1)λ(ξ) + (n− 1)A(ξ) + (n− 1)D(ξ) +B(ξ) + (n− 1)(n− 2)α(ξ)− rα(ξ)
− (n− 1)(n− 2)γ(ξ)− rγ(ξ)− β̃(ξ) + (n− 1)β(ξ)]η(V ).

(24)
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Considering V = ξ in (23), we get

(n− 1)A(U)− (n− 1)λ(U) +B(U) +D(U) + (n− 1)(n− 2)α(U)

− rα(U) + (n− 1)β(U)− β̃(U)− γ̃(U) + (n− 1)γ(U)

= [−(n− 2)β(ξ)− (n− 2)D(ξ)− (n− 1)(n− 2)β(ξ) + rβ(ξ)

− (n− 1)2γ(ξ) + rγ(ξ)− β̃(ξ)− γ̃(ξ)]η(U).

(25)

Now, setting U = V = ξ in (23), we deduce

− (n− 1)[A(ξ) +B(ξ) +D(ξ) + (n− 2)α(ξ) + (n− 2)β(ξ) + (n− 2)γ(ξ)− λ(ξ)]
+ r[α(ξ) + β(ξ) + γ(ξ)] = 0.

(26)

Putting the value of (24), (25), (26) in (23), we obtain

[D(ξ) + (n− 3)γ(ξ)]S(U, V )

= [B(ξ) + (n− 3)D(ξ)− (n− 1)(n− 3)γ(ξ) + (n− 1)β(ξ) + rγ(ξ)]η(U)η(V )

− [D(ξ) + (r − 1)γ(ξ)]g(U, V ).

Theorem 5. In a hyper-generalized weakly symmetric para-Sasakian manifold, if the Ricci tensor
is recurrent then the manifold becomes an η-Einstein, provided that

D(ξ) 6= (n− 3)γ(ξ).

5 Hyper-generalized Weakly Symmetric Para-Sasakian Manifold Admitting a Quarter-Symmetric
Metric Connection

For a [(H(GWS))n, ∇̃] [11], we have

(∇U R̃)(V,X, Y,W ) = A(U)R̃(V,X, Y,W ) +B(V )R̃(U,X, Y,W ) +B(X)R(V,U, Y,W )

+D(Y )R̃(V,X,U,W ) +D(W )R̃(V,X, Y, U)

+ α(U)(g ∧ S̃)(V,X, Y,W ) + β(V )(g ∧ S̃)(U,X, Y,W )

+ β(X)(g ∧ S̃)(V,U, Y,W ) + γ(Y )(g ∧ S̃)(V,X,U,W )

+ γ(W )(g ∧ S̃)(V,X, Y, U),

(27)

for all X,Y, U, V,W ∈ TM. Making use of (2), we can find

(∇̃U R̃)(V,X, Y,W ) = (∇U R̃)(V,X, Y,W ) + η(R̃(V,X)Y )g(φU,W )− η(V )R̃(φU,X, Y,W )

− η(X)R̃(V, φU, Y,W )− η(Y )R̃(V,X, φU,W )− η(Y )R̃(V,X, Y, φU)

+ g(φU, V )R̃(ξ,X, Y,W ) + g(φU,X)R̃(V, ξ, Y,W )

+ g(φU, Y )R̃(V,X, ξ,W ) + g(φU,W )R̃(V,X, Y, ξ).
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Now, using (3) in the foregoing equation, we have

(∇̃U R̃)(V,X, Y,W ) = (∇UR)(V,X, Y,W ) + 3(∇Ug)(φV, Y )g(φX,W )

+ 3g(φV, Y )(∇Ug)(φX,W )− 3(∇Ug)(φX, Y )g(φV,W )

− 3g(φX, Y )∇Ug)(φV,W ) + (∇Uη)(V )g(X,W )η(Y )

+ η(V )g(X,W )(∇Uη)(Y )− (∇Uη)(X)g(V,W )η(Y )

− η(X)g(V,W )(∇Uη)(W )− g(X,Y )(∇Uη)(V )η(W )

− g(X,Y )η(V )(∇Uη)(W ) + g(V, Y )(∇Uη)(X)η(W )

+ g(V, Y )η(X)(∇Uη)(W )− [η(R(V,X, Y ))− η(V )g(X,Y )

+ η(X)g(V, Y )]g(φU,W )− η(V )[R(φU,X, Y,W )

+ 3g(φU, φY )g(φX,W )− 3g(φV, Y )g(φV, φW )− η(X)g(φU,W )η(Y )

− η(X)g(φU, Y )η(W )]− η(X)[R(V, φU, Y,W )

+ 3g(φV, Y )g(φU, φW )− 3g(φU, φY )g(φV,W ) + η(V )g(φU,W )η(Y )

− η(V )g(φU, Y )η(W )]− η(Y )[R(V,X, φU,W ) + 3g(φV, φU)g(φX,W )

− 3g(φX, φU)g(φV,W )− η(V )g(X,φU)η(W )− η(X)g(V, φU)η(W )]

− η(W )[R(V,X, φU) + 3g(φV, Y )g(φX, φU)

− 3g(φX, Y )g(φV, φU)− η(V )g(X,φU)η(Y )− η(X)g(V, φU)η(Y )]

+ g(φU, V )[R(ξ,X, Y,W ) + g(X,W )η(Y )− g(X,Y )η(W )]

+ g(φU,X)[R(V, ξ, Y,W ) + g(X,W )η(V )− g(V,W )η(X)]

+ g(φU, Y )[R(V,X, ξ,W ) + g(X,W )η(V )− g(V,W )η(Y )]

+ g(φU,W )[R(V,X, Y, ξ)− g(X,Y )η(V ) + g(V, Y )η(X)].

(28)

A hyper-generalized weakly symmetric para-Sasakian manifold with quarter-symmetric metric connec-
tion ∇̃ simplifies to a hyper-generalized weakly symmetric para-Sasakian manifold with a Riemannian
metric connection ∇, provided the following condition is satisfied:

(∇̃U R̃)(V,X, Y,W ) = (∇U R̃)(V,X, Y,W ). (29)

Using (3), (27) and (28) in (29), it yields

A(ξ) +B(ξ) +D(ξ) = 0,

for U = X = Y = ξ. From the above, we can state the following:

Theorem 6. A [(H(GWS))n, ∇̃] is a [(H(GWS))n,∇], if the following relations hold

A(ξ) +B(ξ) +D(ξ) = 0.

Conclusion

In this paper, we have explored the geometric properties of hyper-generalized weakly symmetric
(H(GWS)) para-Sasakian manifolds. We have shown that, under certain conditions, (H(GWS)) para-
Sasakian manifolds can reduce to simpler forms, such as η-Einstein manifolds, when specific relations
between their 1-forms are satisfied. The study also highlights the role of quarter-symmetric metric
connections, showing how these connections influence the manifold’s curvature and overall geometric
behavior. This work not only advances the understanding of para-Sasakian geometry but also pro-
vides a framework for exploring further extensions and applications of weakly symmetric manifolds in
differential geometry and theoretical physics.
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1 Tamássy, L., & Binh, T. (1989). On Weakly Symmetric and Weakly Projective Symmetric
Riemannian Manifolds. Coll. Math. Soc. J. Bolyai, 56, 663–670.

2 Baishya, K., Chowdhury, P., Mikes, J., & Peska, P. (2016). On Almost Generalized Weakly
Symmetric Kenmotsu Manifolds. Acta Math. Univ. Palacki, 55, 5–15.

3 De, U.C., & Bandyopadhyay, S. (2000). On Weakly Symmetric Spaces. Acta Math. Hungarica,
83, 205–212. https://doi.org/10.1023/A:1006759519940

4 Shaikh, A.A., Roy, I., & Hui, S.K. (2010). On Totaly Umbilical Hypersurfaces of Weakly Con-
harmonically Symmetric Spaces. Global Journal of Science Frontier Research, 10 (4), 28–31.

5 Jaiswal, J.P., & Ojha., R.H. (2010). On Weakly Pseudo-Projectively Symmetric Manifolds.
Differential Geometry – Dynamical Systems, 12, 83–94.

6 Malek, F., & Samawaki, M. (2008). On Weakly Symmetric Riemannian Manifolds. Diff. Geom.
Dynam. Syst., 10, 215–220.
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Let G = (V,E) be a finite, simple, and undirected graph without an isolated vertex. A dominating subset
D ⊆ V (G) is a restrained pitchfork dominating set if 1 ≤ |N(u) ∩ V −D| ≤ 2 for every u ∈ D and every
vertex not in D is adjacent to at least one vertex in the same set. The cardinality of a minimum restrained
pitchfork dominating set is the restrained pitchfork domination number γrpf (G). In the course of this
investigation, we undertake an examination of the restrained pitchfork domination number within various
path-related graphs. This analysis encompasses a range of graph structures, including the coconut tree,
double star, banana tree, binomial tree, thorn path, thorn graph, and the square of the path denoted as Pn.

Keywords: Domination, restrained domination, pitchfork domination, restrained pitchfork domination,
path graph.
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Introduction

Graph theory provides a fundamental framework for understanding and analyzing various systems
and networks, ranging from social networks to biological pathways to communication networks. A
graph G = (V,E) comprises a set V of vertices (or nodes) and a set E of edges (or connections) that
link pairs of vertices. The order of a graph, denoted as n, represents the number of vertices in the
graph, while the size, denoted as m, indicates the number of edges. For basic and detailed concepts,
we refer [1, 2].

Dominating sets play a crucial role in graph theory, offering insights into the structure and connec-
tivity of graphs. A dominating set D ⊆ V (G) within a graph G ensures that every vertex not in D is
adjacent to at least one vertex in D. A dominating set D is considered minimal if no proper subset of D
retains the dominating property. The cardinality of the smallest dominating set in a graph G is known
as the domination number γ(G), representing a fundamental parameter of the graph’s structure.

In certain contexts, such as when studying path-related graphs or tree structures [3, 4], additional
constraints on dominating sets may be considered. A dominating subset D is deemed restrained if each
vertex outside of D is adjacent to at least one vertex within D. Furthermore, a specialized form of
dominating set, known as a pitchfork dominating set, imposes stricter conditions: each vertex within
the dominating set must dominate at least one vertex and at most two vertices outside of the set [5,6].

The concept of restrained domination has garnered attention [7,8], particularly in the study of path-
related graphs, as explored by Vaidya [9, 10]. Additionally, research on restrained domination in tree
structures has been well-documented. These investigations highlight the significance of understanding
and characterizing various types of dominating sets in different graph structures, shedding light on
their properties and implications in diverse applications.
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1 Restrained pitchfork domination in paths

Definition 1. Let G = (V,E) be a finite, simple, undirected graph without isolated vertices. A
dominating subset D of V (G) is a restrained pitchfork dominating set if 1 ≤ |N(u)∩ (V −D)| ≤ 2 for
every u ∈ D, and every vertex in V −D is adjacent to at least one vertex in V −D. D is minimal if it
has no proper restrained pitchfork dominating subset. The restrained pitchfork domination number is
denoted by γrpf (G), which is the minimum cardinality of a minimal restrained pitchfork dominating
set.

Observation 1. Let G be a graph with restrained pitchfork domination number γrpf (G) and a
restrained pitchfork dominating set D. Then:

(i) γrpf ≥ 1.
(ii) The degree of each vertex is greater than or equal to 1 for every u ∈ D.
(iii) Each restrained pitchfork dominating set has a vertex of degree one that belongs to it.

Definition 2. [11] (see Fig. 1) For any positive integers n and m greater than 2, the coconut tree
graph CT (m,n) is constructed by appending n additional pendant edges at the final vertex of the path
Pm.

Definition 3. [3] The double star graph ST (m,n) is formed by connecting the centres of two stars,
ST (m) and ST (n), thereby creating an edge between them.

Definition 4. [3] (see Fig. 2) A banana tree, denoted as B(m,n), is obtained by linking one leaf
from each of m copies of an n-star network to a new single root vertex, represented by v.

Definition 5. [3](see Fig. 3) The binomial tree Bn of order zero consists of a single node R if n = 0.
For n > 0, Bn includes the root R and n subtrees B0, B1, . . . , Bn−1.

Definition 6. [3](see Fig. 4) A thorn path Pn,p,k is created by adding p neighbors to each non-
terminal vertex of the path Pn, and k neighbors to each terminal vertex.

Definition 7. [3](see Fig. 5) A thorn rod Pn,m consists of terminal vertices of degree m at both ends
and a linear network with n vertices in between.

Definition 8. [3](see Fig. 6) The square of a graph G, denoted as G2, shares the same vertex set as
G and includes an edge between any two vertices u and v if the distance between them in G is less
than 3.

2 Main Results

Theorem 1. Let CT (m,n) be a coconut tree where m ⩾ 2, n ⩾ 3 then

γrpfCT (m,n) =


m+ [n3 ] for n ≡ 0 (mod 3),

m+ ⌊n−2
3 ⌋+ 1 for n ≡ 1 (mod 3),

m+ ⌊n−3
3 ⌋+ 3 for n ≡ 2 (mod 3).

Proof. Let CT (m,n) be a coconut tree with the dominating set D. As it is a restrained dominating
set all the pendent vertices are in D. Since it has m pendent edges that are adjacent to the nth vertex
of pn. It has m pendent vertices and all of m are in D. Now we consider only Pn. There are three
cases in D. Hence D is of any one of the forms. Let V (Pn) = {v1, v2, ..., vn} be the set of vertices.
Hence
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D =


v3i+1 i = 0, 1, . . . , n3 − 1 for n ≡ 0 (mod 3),

v3i+1 i =
{
0, 1, . . . , ⌈n3 ⌉ − 2

}
∪ {vn−2} for n ≡ 1 (mod 3),

v3i+1 i =
{
0, 1, . . . , ⌈n3 ⌉ − 3

}
∪ {vn−2, vn−3, vn−6} for n ≡ 2 (mod 3).

Case (i): If n ≡ 0 (mod 3).
Let us divide the vertex sets into n

3 subsets. It contains n
3 subsets, each containing 3 elements.

From that, we take the first element. Hence, we get m+ [n3 ].
Case (ii): If n ≡ 1 (mod 3).
Let us divide the vertex sets into n

3 subsets. It contains ⌊n−2
3 ⌋ subsets, each contains 3 elements.

From that, we take the first vertex. Since vn cannot be in D, from the remaining subsets, we take
vn−2. Hence, we get m+ ⌊n−2

3 ⌋+ 1.
Case (iii): If n ≡ 2 (mod 3).
Let us divide the vertex sets into n

3 subsets. It contains ⌊n−3
3 ⌋ subsets, each contains 3 elements.

From that, we take the first vertex. Since vn cannot be in D, from the remaining subsets we take vn−2,
vn−3, vn−6. Hence, we get m+ ⌊n−3

3 ⌋+ 3.

v1

v2

v3

v4

v5

v6

v7

v8

v9

v10

v11

Figure 1. γrpfCT (7, 4)

Theorem 2. Let ST (m,n) be a double star graph with m,n ⩾ 1, then γrpfST (m,n) = m+ n.
Proof. Since this graph contains m+ n pendent vertices, hence the result.

Theorem 3. Let B(m,n) be a banana graph, then γrpfB(m,n) = m(n−2)+1 if and only if m = 2.
Proof. Let the banana tree comprise star graphs and its root vertex v0. Let the vertex set of

each (m) star graph be {v1, v2, . . . , vn}. Suppose that one of the vertices, say v3, has degree n, and
all other vertices have degree one. Among them, one pendent vertex, say (v1), is adjacent to the root
vertex v0 whose degree is two. Hence each star graph has (n− 2) pendent vertices and these belong to
D. Moreover, v0 is in D. Hence m(n− 2) + 1.
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v8 v3

v0

v1

v2v4

v5

v6

v7

v9

v10

Figure 2. γrpfB(2, 5)

Theorem 4. Let Bn be a binomial tree with n ⩾ 2, then γrpfBn = 2(n− 1).

Proof. Let {v1, v2, . . . , vn} be the set of vertices in Bn. Since Bn can be formed from two copies
of Bn−1, each with (n − 1) children at the root, all of which have degree one. Obviously, these two
(n− 1) vertices belong to D. Hence, 2(n− 1).

v1

v2 v3 v4

v5v6v7

v8

Figure 3. γrpfB3

Theorem 5. Let Pn,p,k be a thorn path graph then

γrpf (Pn,p,k) =


2k for n = 2,

2k + (n− 2)p for n ⩾ 3.

Proof. Case (i): If n = 2.
Let Pn,p.k be a thorn path graph. Now we are adding k vertices to the terminal vertices. Hence,

we get 2k pendent vertices which are all in D.
Case (ii): If n ⩾ 3.
In this case, there are (n− 2) non terminal vertices and 2 terminal vertices. Then each of (n− 2)

non terminal vertices has p pendent vertices, and each of two terminal vertices is attached to k pendent
vertices. Thus it contains 2k + (n− 2)p vertices in D.

a b c d e

f

g

h
ijklmn

o

p

q

Figure 4. γrpfP5,3,2
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Theorem 6. Let (Pn,m) be Thorn rod graph then

γrpf (Pn,m) =



2m for n = 2,

2m+ ⌊n−1
3 ⌋+ 1 for n ≡ 0 (mod 3),

2m+ ⌊n−5
3 ⌋+ 3 for n ≡ 1 (mod 3),

2m+ ⌊n3 ⌋ for n ≡ 2 (mod 3).

Proof. Case (i): If n = 2.

It is obvious, that all the pendent vertices belong to D.

Case (ii): If n ≡ 0 (mod 3).

Let {v1, v2, v3, . . . , vn} be the set of vertices in Pn. Moreover, v1 and vn are adjacent to m pendent
vertices. Then it has 2m pendent vertices. Hence, v1 and vn are not in D. Therefore vn−2 is in D.
Thus, D is in any one of the form

D =


v3i+3 i =

{
0, 1, . . . , n3 − 1

}
∪ {vn−2} for n ≡ 0 (mod 3),

v3i+3 i =
{
0, 1, . . . , ⌊n−5

3 ⌋ − 1
}
∪ {vn−2, vn−3, vn−6} for n ≡ 1 (mod 3),

v3i+3 i =
{
0, 1, . . . , ⌊n3 ⌋

}
for n ≡ 2 (mod 3).

Let us divide the vertex set into n
3 subsets. Since vn−2 is in D, from ⌊n−1

3 ⌋ subsets we take the last
vertex. Hence D becomes 2m+ ⌊n−1

3 ⌋+ 1.

Case (iii): If n ≡ 1 (mod 3).

Let us divide the vertex set into n
3 subsets. Since vn−2 is always included in D, we can consider

only ⌊n−5
3 ⌋ subsets. From that set, we take one (the last) vertex. Still, it does not satisfy our condition,

so we also take vn−3, vn−6. Then we get D = 2m+ ⌊n−5
3 ⌋+ 3.

Case (iv): If n ≡ 2 (mod 3).

Let us divide P (Vn) into n
3 subsets. It has ⌊n3 ⌋ subsets. From each subset, we take one (the last)

vertex. Hence, D is 2m+ ⌊n3 ⌋.

a b c d e

f

g

h

i

j

k

Figure 5. γrpfP5,3
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Theorem 7. Let the square of the path graph be P 2
n with n ⩾ 3, then

γrpf (P
2
n) =



1 for n = 3,

2 for n = 4, 5, 6,

3 for n = 7,

4 for n = 8,

4[n8 ] for n ≡ 0, 1 (mod 8),

4⌊n8 ⌋ for n ≡ 2 (mod 8),

4⌊n8 ⌋+ 1 for n ≡ 1, 3, 4, 5 (mod 8),

4⌊n8 ⌋+ 2 for n ≡ 1, 6 (mod 8),

4⌊n8 ⌋+ 3 for n ≡ 1, 7 (mod 8).

Proof. Case (i): If n = 3. It is obvious.
Case (ii): If n = 4, 5, 6. Then v1 and vn are in the dominating set.
Case (iii): If n = 7. Here v1, vn−1, and vn are vertices, which satisfy our conditions and hence,

they belong to D.
Case (iv): If n = 7. Here v1, v2, vn−1, and vn are vertices, which satisfy our conditions and hence,

they belong to D.
Case (v): If n ≡ 1 (mod 8).
Let {v1, v2, v3, . . . , vn} be the set of vertices. Let us divide the vertex set into n

8 subsets. Here ⌊n8 ⌋
subsets contain 4 dominating vertices and the remaining subsets may be P1, P2, P3, P4, P5, P6 or P7.
Now we consider the following cases:

Case (a): If n ≡ 1 (mod 8) and the remaining subset is either P1 or P2, then each ⌊n8 ⌋ has 4
vertices. Therefore D is of the form v8i+1, v8i+5, v8i+6, v8i+7, i = 0, 1, . . . , ⌊n−1

8 ⌋− 1. Hence, D is 4⌊n8 ⌋.
Case (b): If n ≡ 1 (mod 8) and the remaining subset is P3, then each ⌊n8 ⌋ has 4 vertices. Therefore

D is of the form v8i+1, v8i+5, v8i+6, v8i+7 ∪ {vn}, i = 0, 1, . . . , ⌊n−1
8 ⌋ − 1. Hence, D is 4⌊n8 ⌋+ 1.

Case (c): If n ≡ 1 (mod 8) and the remaining subset is either P4 or P5, then each ⌊n8 ⌋ has 4
vertices. Therefore D is of the form v8i+1, v8i+5, v8i+6, v8i+7 ∪ {vn, vn−3}, i = 0, 1, . . . , ⌊n−1

8 ⌋ − 1.
Hence, D is 4⌊n8 ⌋+ 2.

Case (d): If n ≡ 1 (mod 8) and the remaining subset is either P6 or P7, then each ⌊n8 ⌋ has 4
vertices. Therefore D is of the form v8i+1, v8i+5, v8i+6, v8i+7 ∪ {vn, vn−1, vn−5}, i = 0, 1, . . . , ⌊n−1

8 ⌋ − 1.
Hence, D is 4⌊n8 ⌋+ 3.

Case (vi): If n ≡ 0 (mod 8), let us divide V (Pn) into n
8 subsets, each containing 8 vertices. From

each subset, we take 4 vertices of the form v8i+1, v8i+2, v8i+7, v8i+8, i = 0, 1, . . . , n8 − 1.
Hence, D is 4⌊n8 ⌋.

Case (vii): If n ≡ 2 (mod 8), let us divide V (Pn) into n
8 subsets, each containing 8 vertices.

From each subset, we take 4 vertices of the form v8i+1, v8i+6, v8i+7, v8i+8, i = 0, 1, . . . , n−2
8 − 1.

Hence, D is 4⌊n8 ⌋.
Case (viii): If n ≡ 3 (mod 8), let us divide V (Pn) into n

8 subsets each containing 8 vertices.
From each subset, we take 4 vertices of the form v8i+1, v8i+6, v8i+7, v8i+8 ∪ {vn}, i = 0, 1, . . . , n−3

8 − 1.
Hence, D is 4⌊n8 ⌋+ 1.
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Case (ix): If n ≡ 4 (mod 8), let us divide V (Pn) into n
8 subsets each containing 8 vertices. From

each subset, we take 4 vertices of the form v8i+1, v8i+6, v8i+7, v8i+8 ∪ {vn}, i = 0, 1, . . . , n−4
8 − 1.

Hence, D is 4⌊n8 ⌋+ 1.
Case (ix): If n ≡ 5 (mod 8), let us divide V (Pn) into n

8 and each containing 8 vertices. From
each subset, we take 4 vertices of the form v8i+1, v8i+6, v8i+7, v8i+8 ∪ {vn}, i = 0, 1, . . . , n−5

8 − 1.
Hence, D is 4⌊n8 ⌋+ 1.

Case (x): If n ≡ 6 (mod 8), let us divide V (Pn) into n
8 subsets each containing 8 vertices. From

each subset, we take 4 vertices of the form v8i+1, v8i+6, v8i+7, v8i+8 ∪ {vn, vn−1}, i = 0, 1, . . . , n−6
8 − 1.

Hence, D is 4⌊n8 ⌋+ 2.
Case (xi): If n ≡ 7 (mod 8), let us divide V (Pn) into n

8 subsets each containing 8 vertices. From
each subset, take 4 vertices of the form v8i+1, v8i+6, v8i+7, v8i+8∪{vn, vn−1, vn−5}, i = 0, 1, . . . , n−6

8 −1.
Hence, D is 4⌊n8 ⌋+ 3.

a b c d e f g

Figure 6. γrpfP7
2

Conclusion

In this study, we examined the concept of restrained pitchfork domination across various path-
related graph structures, establishing key results for their domination numbers. Through rigorous
mathematical analysis, we derived explicit formulations for the restrained pitchfork domination number
in structures such as the coconut tree, double star, banana tree, binomial tree, thorn path, thorn rod,
and the square of a path. The results obtained contribute to the broader understanding of domination
in graph theory, particularly in specialized graph classes.

The findings presented in this paper not only provide theoretical insights but also hold potential
for applications in network optimization, communication systems, and combinatorial optimization
problems where controlled domination constraints are relevant. The scientific novelty of this work lies
in the extension of existing domination parameters by incorporating restrained pitchfork constraints,
thereby refining structural characterizations of these graphs.

Future research in this area can explore variations of restrained pitchfork domination in more
complex graph families, including weighted graphs and directed graphs. Additionally, investigating
algorithmic approaches to efficiently compute restrained pitchfork domination numbers in large-scale
graphs remains an open direction for further study.
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The article is dedicated to the issues of studying the approximation of functions by trigonometric polynomi-
als with a spectrum from special sets. In this paper, these special sets are harmonic intervals. To study the
approximation of functions over harmonic intervals, families of function classes have been created, designed
as a subsidiary tool. These families of function classes are characterized through the best approximations
of functions by trigonometric polynomials over such sets and are used in the research. For these families
of function classes, their properties and the connection with classical Besov spaces are shown. The results
of the study are presented in the form of theorems and lemmas. In carrying out the research presented
in the article, the main apparatus for proving theorems are the fundamentals of approximation theory,
the method of real interpolation of spaces, and the fundamentals of the theory of embedding classes of
functions and functional spaces. The article is destined for mathematicians and can be used by researchers
and specialists whose interests lie in the indicated areas of mathematics.

Keywords: harmonic interval, spectrum, best approximation of a function by trigonometric polynomials
with a spectrum from harmonic intervals, family of classes of functions, Besov spaces, embedding theorems.

2020 Mathematics Subject Classification: 42A10, 46B70.

Introduction

In approximation theory, the spectrum of approximating functions plays an important role. This
spectrum can be selected from sets of different shapes, types, contours, structures, locations, etc. The
spectrum can contain a wide variety of sets [1, 2].

A person’s perception of information occurs through his sense organs, readings from various devices
of measuring and observation, etc. And they all have a limited finite, not infinite, range. Based on
this, when modeling diverse, multifaceted practical and applied problems [3–5], it is necessary to find a
solution on some finite set that reflects this finite range. Special sets called harmonic intervals INk [6, 7],
where N defines exactly such a finite range of perception, to some extent help to conduct research and
solve such problems.

The approximative properties of a function are usually characterized by the magnitude of the best
approximation or the speed of approximation by a linear method. Often, during the course of research,
there is a need to create auxiliary elements and tools. One of them is the families of classes of functions
{BN

p,q,N}N , the definition of which is expressed in terms of the best approximations of functions by
trigonometric polynomials with spectrum from sets INk . These families of function classes are used, for
example, in the theorems on the boundedness of the partial sum operator of the Fourier series, etc.

In carrying out the proofs of the statements described in the article, the fundamentals of approx-
imation theory [8–10], the method of real interpolation of spaces [11–13] and the fundamentals of
embedding theory [14] for classes of functions and function spaces are used.

In the article the properties of families of function classes
{
Br
p,q,N

}
N

and the relationship of these
families of function classes to the classical Besov spaces [15, 16] are studied.
∗Corresponding author. E-mail: leylakarepanova@gmail.com
Received: 15 October 2024; Accepted: 18 March 2025.
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1 Definitions and auxiliary results

We construct families of classes of functions related to the best approximations of functions by
trigonometric polynomials with a spectrum from harmonic intervals.

Definition 1. [17] Let 1 ≤ p, q ≤ ∞, r > 0, N ∈ N, f ∈ Lp [0; 2π) . The family of function classes
is denoted by

{
Br
p,q,N

}
N

and is defined in terms of the best approximations over harmonic intervals
using the relation

Br
p,q,N =

{
f : ‖f‖Brp,q,N <∞

}
,

where

‖f‖Brp,q,N =

(
N∑
k=1

krq−1
(
ENk−1 (f)p

)q) 1
q

.

Definition 2. [17] Let AN and BN be two classes of functions depending on a parameter N. The
class of functions AN is embedded in the class of functions BN and denote it by

AN ↪→ BN

if the following conditions are met:
1) AN ⊂ BN ;
2) there is a positive parameter C such that the inequality

‖f‖BN ≤ C ‖f‖AN

is correct for any f ∈ AN , and the parameter C does not depend on f and N.
Definition 3. [17] Let two families of function classes

{
AN
}
N

and
{
BN
}
N

be given, where N ∈ N

and
{
AN
}
N

⋂{
BN
}
N

= ∅. The classes of functions
{
AN
}
N

and
{
BN
}
N

is said to be equivalent

‖f‖AN ∼ ‖f‖BN

if there are positive parameters C1, C2 such that for any f ∈ AN the relation

C1 ‖f‖BN ≤ ‖f‖AN ≤ C2 ‖f‖BN
is correct. Moreover, the parameters C1, C2 do not depend on f and N. In this case, it is assumed
that the families of function classes

{
AN
}
N

and
{
BN
}
N

coincide{
AN
}
N

=
{
BN
}
N
.

Definition 4. [11] Let (А0,А1) be an interpolation pair. For any t such that 0 < t < ∞, the
functional is defined by the equality

K
(
t, a; Ā

)
= inf

a=a0+a1

(
‖a0‖A0

+ t ‖a1‖A1

)
,

where a = A0 + A1, and Ā=(A0, A1) is a compatible pair of spaces. This functional is called Petre’s
K-functional or simply Petre’s functional.

Definition 5. [11] Let (А0,А1) be an interpolation pair, 0 < θ < 1. For 1≤ q <∞, we have

Āθ,q = (A0, A1)θ,q =

=

{
a : a ∈ A0 +A1, ‖a‖Āθ,q =

(∫ ∞
0

[
t−θK

(
t, a; Ā

)]q dt
t

) 1
q

<∞

}
,
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and for q =∞ the equality

Āθ,∞ = (A0, A1)θ,∞ = {a : a ∈ A0 +A1, ‖a‖Āθ,∞ = sup
0<t<∞

t−θK
(
t, a; Ā

)
< ∞}

holds. The space Āθ,q is defined by the following relation

Āθ,q = {a : ‖a‖ Āθ,q < ∞} .

Theorem 1. [7] Let m ∈ N, 1 ≤ p, q, q0, q1 ≤ ∞, 0 < θ < 1, r > 0, r0 > r1 > 0. Then there is the
embedding of the form

Br
p,q,2m ↪→

(
Br0
p,q0,2m

;Br1
p,q1,2m

)
θ,q
,

where r = (1− θ) r0 + θr1.

Theorem 2. [7] Let N ∈ N, 1 ≤ p, q, q1 ≤ ∞, r > 0, then the following embedding

Br
p,q,N ↪→ Br

p,q1,N

is performed for q < q1.

Theorem 3. [7] Let f ∈ Br
p,q,2m , m ∈ N,

∑
v∈Z

ave
ivx be the trigonometric Fourier series of the function

f. Then for 1 ≤ p, q ≤ ∞, r > 0 the following relation

‖f‖Brp,q,2m ∼

(
m∑
k=1

2rqk
(
δk (f)p

)q) 1
q

is correct, where

δk (f)p =

∥∥∥∥∥∥
∑
s∈Z

2k−1∑
τ=2k−1

aτ+s·2m · ei(τ+s·2m)x

∥∥∥∥∥∥
p

.

Lemma 1. [6] Let B = [−k, k] be the segment in Z; k, d, h ∈ N, k < h,
{
Ih,dB

}∞
d=0

be the sequence

of harmonic segments in Z, converging to the harmonic interval IhB, where I
h
B =

∞⋃
v=−∞

[B + vh]. If

f ∈ Lp [0; 2π), 1 ≤ p ≤ ∞,
∑
v∈Z

ave
ivx is the Fourier series of the function f, then the sequence of

partial sums of the Fourier series of the function f over harmonic segments

Sh,dB (f) =
∑
v∈Ih,dB

ave
ivx

converges in the space Lp [0; 2π) as d→∞ to the function

ShB (f) =
1

h

h−1∑
r=0

f

(
x+

2πr

h

)
DB

(
2πr

h

)
, (1)

where DB (x) =
∑
m∈B

eimx is the Dirichlet kernel corresponding to the segment B from Z, and its

Fourier series is the function
∑
v∈IhB

ave
ivx.
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Theorem 4. [7] Let m, d,N ∈ N, f ∈ Lp [0; 2π), 1 < p < ∞, SNm(f) and ENm(f)p be the partial
sum of the Fourier series and the best approximation of the function f over the harmonic interval INm ,
respectively, then the following relation is correct

ENm (f)p ∼
∥∥f − SNm (f)

∥∥
p
.

Theorem 5. [7] Let f ∈ Br
p,q,2m ,m ∈ N, then for 1 ≤ p, q ≤ ∞, r > 0, we have

‖f‖Brp,q,2m ∼

(
m∑
k=1

2rqk
(
E2m

2k−1 (f)p

)q) 1
q

.

2 Properties for families of function classes
{
Br
p,q,N

}
N

Embedding Theorem 6 is the inverse of Embedding Theorem 1 for the same parameter values.
Theorem 6. Let m ∈ N, 1 ≤ p, q, q0, q1 ≤ ∞, 0 < θ < 1, r > 0, r0 > r1 > 0, then the embedding of

the following type (
Br0
p,q0,2m

;Br1
p,q1,2m

)
θ,q
↪→ Br

p,q,2m

is satisfied, where r = (1− θ) r0 + θ r1.

Proof. From Theorem 2 for families of function classes
{
Br
p,q,N

}
N
, it follows that

Br
p,q,N ↪→ Br

p,∞,N .

Then, to prove the statement of the theorem, it is sufficient to prove the following embedding(
Br0
p,∞,2m ;Br1

p,∞,2m
)
θ,q
↪→ Br

p,q,2m .

Let f = f0 + f1 be an arbitrary representation of a function f , where f0 ∈ Br0
p,∞,2m , f1 ∈ Br1

p,∞,2m .
Using Theorem 3 and Definition 1, we estimate the following expression

2r0kδk (f)p ≤ 2r0kδk (f0)p + 2(r0−r1)k2r1kδk (f1)p ≤

≤ ‖f0‖Br0p,∞,2m + 2(r0−r1)k ‖f1‖Br1p,∞,2m .

Given the arbitrariness of the representation for the function f and using Definition 4, we receive
the ratio

2r0kδk (f)p ≤ inf
f=f0+f1

(
‖f0‖Br0p,∞,2m + 2(r0−r1)k ‖f1‖Br1p,∞,2m

)
=

= K
(

2(r0−r1)k, f ;Br0
p,∞,2m , B

r1
p,∞,2m

)
,

where K is Petre’s functional.
Therefore, we obtain the following inequality

‖f‖Brp,q,2m ≤

(
m∑
k=1

2rqk
(
δk (f)p

)q) 1
q

≤

≤

(
m∑
k=1

2(r−r0)qk
{
K
(

2(r0−r1)k, f ;Br0
p,∞,2m , B

r1
p,∞,2m

)}q) 1
q

. (2)
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Taking into account that r− r0 = −θ (r0 − r1), considering the partition of the interval (0;∞) into
half-intervals

[
2k(r0−r1); 2(k+1)(r0−r1)

)
, k ∈ Z, and using Definition 5, we transform inequality (2) in

the following way

‖f‖Brp,q,2m ≤

(∑
k∈Z

2−θ(r0−r1)qk
{
K
(

2(r0−r1)k, f ; Br0
p,∞,2m , B

r1
p,∞,2m

)}q) 1
q

≤

≤

(∑
k∈Z

{
2−θ(r0−r1)kK

(
2(r0−r1)k, f ; Br0

p,∞,2m , B
r1
p,∞,2m

)}q
×

×2−(r0−r1)k
(

2(r0−r1)(k+1) − 2(r0−r1)k
) ) 1

q

≤

≤
(∫ ∞

0

{
t−θK

(
t, f ; Br0

p,∞,2m , B
r1
p,∞,2m

)}q dt
t

) 1
q

= ‖f‖(
B
r0
p,∞,2m ;B

r1
p,∞,2m

)
θ,q

.

As a result, we have
‖f‖Brp,∞,2m ≤ C ‖f‖

(
B
r0
p,∞,2m ;B

r1
p,∞,2m

)
θ,q

.

This inequality determines the required statement of the theorem. The theorem is proved.
The following corollary follows directly from Theorems 1, 6 and Definitions 2, 3.
Corollary 1. Let m ∈ N, 1 ≤ p, q, q0, q1 ≤ ∞, 0 < θ < 1, r > 0, r0 > r1 > 0, then the equality(

Br0
p,q0,2m

;Br1
p,q1,2m

)
θ,q

= Br
p,q,2m

is correct, where r = (1− θ) r0 + θ r1.

3 Relationship for the families of function classes with Besov spaces

The following theorems show the connection between families of function classes
{
Br
p,q,N

}
N

and
the classical Besov spaces.

Theorem 7. [17] If N ∈ N, 1 ≤ p, q,≤ ∞, r > 0, then the following relation is fulfilled

∞⋂
N=1

Br
p,q,N = Br

p,q.

Theorem 8. Let 1 ≤ p ≤ q ≤ ∞, 1 ≤ r ≤ ∞, m ∈ N, α > 0, β > 0, α − β = 1
p −

1
q , then for any

value of m the following embedding
Bα
p,r ↪→ Bβ

q,r,2m

holds, that is, the inequality
‖f‖

Bβq,r,2m
≤ C ‖f‖Bαp,r

is satisfied, where C is a constant that does not depend on f and m.
Proof. First, we show that the following inequality

‖f‖
Bβq,∞,2m

≤ ‖f‖
Bβq,∞

(3)
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holds. Indeed, the above inequality is correct, since it follows from the relation

‖f‖
Bβq,∞,2m

= max
1≤k≤m

2βk E2m

2k−1 (f)q ≤ sup
k≥1

2βk E2k (f)q = ‖f‖
Bβq,∞

.

According to the Besov embedding theorem [16], for 1 ≤ p ≤ q ≤ ∞, α− β = 1
p −

1
q , we have such

inequality
‖f‖

Bβq,∞
≤ C ‖f‖Bαp,∞ , (4)

where С is a constant that does not depend on f and m. Based on (3) and (4), we get an inequality
of the form

‖f‖
B
βi
q,∞,2m

≤ Ci ‖f‖Bαip,∞ , (5)

where Ci are constants that do not depend on f and m, i = 0, 1.
With the parameters α, β, p, q specified in the conditions of the theorem, we define the operator I

as follows
If = f.

Let us take pairs (α0, α1) and (β0, β1), where the parameters α0, β0, α1, β1 satisfy the conditions

α0 < α < α1, β0 < β < β1, α0 − β0 = α1 − β1 =
1

p
− 1

q
.

Taking into account inequality (5), we have

I : Bα0
p,∞ → Bβ0

q,∞,2m

with the norm C0, and
I : Bα1

p,∞ → Bβ1
q,∞,2m

with the norm C1. Then, by the interpolation theorem [11], we obtain

I :
(
Bα0
p,∞;Bα1

p,∞
)
θ,r
→
(
Bβ0
q,∞,2m ;Bβ1

q,∞,2m
)
θ,r
. (6)

According to Petre’s theorem [11], the equality(
Bα0
p,∞;Bα1

p,∞
)
θ,r

= Bαθ
p,r (7)

is valid, where
αθ = (1− θ)α0 + θα1,

0 < θ < 1. Using a similar equality for families of classes of functions
{
Br
p,q,N

}
N
, we have the following

relation (
Bβ0
q,∞,2m ;Bβ1

q,∞,2m
)
θ,r

= Bβθ
q,r,2m , (8)

where
βθ = (1− θ)β0 + θβ1,

0 < θ < 1. Since
αθ − βθ = (1− θ) (α0 − β0) + θ (α1 − β1) =

1

p
− 1

q
,

then there exists θ ∈ (0; 1) such that

βθ = β ⇒ αθ = α. (9)
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As a result, taking into account (7)–(9), relation (6) determines that

I : Bα
p,r → Bβ

q,r,2m ,

and besides
‖f‖

Bβq,r,2m
≤ C ‖f‖Bαp,r .

This inequality proves the statement of the theorem. The theorem is proved.
In particular, the following lemma is correct for the conditions of Theorem 6.
Lemma 2. Let 1 ≤ p ≤ q ≤ ∞, 1 ≤ r ≤ ∞; m,n ∈ N, α > 0, β > 0, α− β = 1

p −
1
q . For functions

f that are summable to the p-th power, the inequality m∑
k=1

2β rk

∥∥∥∥∥∥f − 1

2m+1

2m+1−1∑
n=0

f
(
x+

π n

2m

)
D2k−1

(π n
2m

)∥∥∥∥∥∥
q

r
1
r

≤ C ‖f‖Bαp,r

holds, where D2k−1

(
π n
2m

)
is the Dirichlet kernel.

Proof. By successively applying (1), Theorems 4 and 5, we obtain the relation m∑
k=1

2βrk

∥∥∥∥∥∥f − 1

2m+1

2m+1−1∑
n=0

f
(
x+

πn

2m

)
D2k−1

(πn
2m

)∥∥∥∥∥∥
q

r
1
r

=

=

(
m∑
k=1

2β rk
(∥∥f − S2m

2k−1(f)
∥∥
q

)r) 1
r

∼

∼

(
m∑
k=1

2β rk
(
E2m

2k−1(f)q
)r) 1

r

∼ ‖f‖
Bβq,r,2m .

From this relation, taking into account the ratio

‖f‖
Bβq,r,2m

≤ C ‖f‖Bαp,r ,

the required inequality follows. The lemma is proved.

Conclusion

In the article the properties of families of function classes
{
Br
p,q,N

}
N

are presented. Embedding
theorems for the specified families of function classes and the lemma on estimating the norm of the
Besov space are proved. The embedding theorem showing the relationship of these families of function
classes to the classical Besov spaces is proved by the method of real interpolation. The results presented
in the article will be used in future directions of research on the approximation of functions over
harmonic intervals.
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