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On Graded Jgr-Prime Submodules

M. Alnimer, K. Al-Zoubi∗, M. Al-Dolat
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In this paper, several results concerning graded Jgr-prime submodules over a commutative graded ring
were obtained. For example, we give characterization of graded Jgr-prime submodules and results related
to residual of graded Jgr-prime submodules. Also, the relations between graded Jgr-prime submodules and
graded prime submodules of D were studied. In addition, we present the necessary and sufficient condition
for graded submodules to be graded Jgr-prime submodules.

Keywords: graded Jgr-prime submodule, graded prime submodule, graded submodule.

2020 Mathematics Subject Classification: 13A02, 16W50.

Introduction

The study of graded rings and modules has attracted the attentions of many researchers for a
long time due to their important applications in many fields in such as geometry and physics. For
example, graded Lie algebra plays a significant role in differential geometry such as Frolicher-Nijenhuis
as well as Nijenhuis-Richardson bracket [1]. In addition, they solve many physical problems related to
supermanifolds, supersymmetries and quantizations of systems with symmetry [2, 3].

In recent years, graded prime submodules have attracted the attention of many mathematicians,
for example [4–8]. In addition, many other generalizations of graded prime have been investigated.
For example, in [9], the authors introduce the concept of graded weakly prime submodules of graded
modules as a generalization of graded prime submodule. In [10] Al-Zoubi and Alghueiri mentioned the
concept of graded Jgr-prime submodules. Here, we discuss the concept of graded Jgr-prime submodule
and we study several results concerning it. For example, we characterize graded Jgr-prime submodules.
Also, the relations between graded Jgr-prime submodules and graded prime submodules were studied.
In addition, the necessary and sufficient condition for graded submodules to be graded Jgr-prime
submodules were investigated.

∗Corresponding author. E-mail: kfzoubi@just.edu.jo
Received: 26 May 2024; Accepted: 21 November 2024.
c© 2025 The Authors. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/)
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On Graded Jgr-Prime Submodules

1 Preliminaries

Throughout this article, we assume that A is a commutative G-graded ring with identity and D is
a unitary graded A-module. A left A-module D is called a graded A-module if there exists a family
of additive subgroups {Dα}α∈G of D such that D =

⊕
α∈G Dα and Aα Dβ ⊆ Dαβ for all α, β ∈ G.

Also if an element of D belongs to ∪α∈G Dα = h(D), then it is called a homogeneous. Let A =
⊕

α∈G
Aα be a G-graded ring. A submodule V of D is said to be a graded submodule of D if V =

⊕
α∈G

(V ∩Dα) :=
⊕

α∈G Vα. In this case, Vα is called the α-component of V [11, 12]. Let A be a G-graded
ring and D — a graded A-module. A graded submodule V of D is said to be a graded maximal (briefly,
Gr-maximal) submodule if V 6= D and if there is a graded submodule L of D such that V ⊆ L ⊆ D,
then V = L or L = D [13]. The graded Jacobson radical of a graded module D, denoted by Jgr(D), is
defined to be the intersection of all Gr-maximal submodules of D, if D has no Gr-maximal submodule
then we shall take, by definition, Jgr(D) = D [12]. A proper graded submodule V of D is called a graded
prime submodule if whenever rm ∈ V where r ∈ h(A) and m ∈ h(D), then r ∈ (V :A D) or m ∈ V [6].
A proper graded submodule V of D is called a graded Jgr-prime submodule of D if whenever rg ∈ h(A)
and mλ ∈ h(D) with rg mλ ∈ V, then either mλ ∈ V+Jgr(D) or rg ∈ (V+Jgr(D) :A D), where Jgr(D)
is the graded Jacobson radical of D [10].

2 Results

Theorem 1. If V is a graded prime submodule of D, then V is a graded Jgr-prime submodule of D.

Proof. Let rm ∈ V, where r ∈ h(A) and m ∈ h(D), since V is a graded prime submodule of D, then
r ∈ (V :A D) or m ∈ V. If r ∈ (V :A D), then rM ⊆ V, but V ⊆ V + Jgr(D), thus rM ⊆ V + Jgr(D),
it follows that r ∈ (V + Jgr(D) :A D). If m ∈ V, since V ⊆ V + Jgr(D), then m ∈ V + Jgr(D). Hence
V is a graded Jgr-prime submodule of D.

In the following example, it is shown that the converse of Theorem 1 is not necessarily true.

Example 1. Let G = Z2, A = Z be a G-graded ring with A0 = Z, A1 = {0}. Let D = Z12 be
a graded A-module with D0 = Z12 and D1 = {0}. Now, consider V = {0, 4, 8} = 〈4〉 be a graded
submodule of Z12. Then V is not graded prime submodule of D, since there exist 2 ∈ h(A) and
2 ∈ h(D) such that 2 · 2 = 4 ∈ V, but 2 /∈ V and 2 /∈ (V :A D) = 4Z. However, an easy computation
shows that V is a graded Jgr-prime submodule of D.

Example 2. Let G = Z2, A = Z be a G-graded ring with A0 = Z, A1 = {0}, and D = Z × Z be a
graded A-module with D0 = Z×Z, D1 = {(0, 0)}. The graded submodule V = 2Z× 〈0〉 is not graded
Jgr-prime submodule of D. Since (6, 0) = 2(3, 0) ∈ V, but (3, 0) /∈ V + Jgr(D) = V + {(0, 0)} = V and
2 /∈ (V + Jgr(D) :A D) = (V :A D) = (2Z × 〈0〉 :A Z × Z) = 〈0〉, hence V = 2Z × 〈0〉 is not graded
Jgr-prime submodule of D.

Remark 1. Let A be a G-graded ring and D a graded A-module.
1) If Jgr(D) = 0, then every graded Jgr-prime submodule of D is a graded prime submodule of D.
2) If Jgr(D) is contained in every graded submodule of D, then every graded Jgr-prime submodule

of D is a graded prime submodule of D.

A graded A-module D is called a Gr-torsion free if whenever r ∈ h(A) and m ∈ h(D) with rm = 0,
then either r = 0 or m = 0 [5].

The following theorem characterizes graded Jgr-prime submodules.

Theorem 2. Let V be a proper graded submodule of D and P = (V + Jgr(D) :A D). Then the
following statements are equivalent:

1) V is a graded Jgr-prime submodule.

Mathematics Series. No. 1(117)/2025 5
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2) For every graded submodule K of D and for every graded ideal U of A such that UK ⊆ V implies
that either K ⊆ V + Jgr(D) or U ⊆ P = (V + Jgr(D) :A D).

3) D/(V + Jgr(D)) is a Gr-torsion free A/P -module.
4) The graded submodule (V + Jgr(D) :D 〈r〉) = V + Jgr(D), for each r ∈ h(A)− P .
5) The graded ideal (V + Jgr(D) :A 〈x〉) = P , for each x ∈ h(D)− (V + Jgr(D)).

Proof. (1)⇒(2) Let K be a graded submodule of D and U be a graded ideal of A such that UK ⊆ V.
Suppose K 6⊆ V+Jgr(D), then there exists k ∈ K∩h(D)−(V+Jgr(D)). Let i ∈ U∩h(A). Since k ∈ K,
then ik ∈ UK ⊆ V, so ik ∈ V. But V is a graded Jgr-prime submodule, then either i ∈ (V+Jgr(D) :A D)
or k ∈ V+Jgr(D). But k /∈ V+Jgr(D), thus i ∈ (V+Jgr(D) :A D). Hence U ⊆ (V+Jgr(D) :A D) = P .

(2)⇒(3) Assume that (r+P )(m+V+Jgr(D)) = V+Jgr(D) and r+P 6= P, where r+P ∈ h(A/P )
and m+V+Jgr(D) ∈ h(D/(V+Jgr(D))). Then rm+V+Jgr(D) = V+Jgr(D), thus rm ∈ V+Jgr(D)
it follows that 〈r〉〈m〉 ⊆ V + Jgr(D), by hypothesis, we get either 〈m〉 ⊆ V + Jgr(D) + Jgr(D) or
〈r〉 ⊆ (V + Jgr(D) + Jgr(D) :A D). That is either 〈m〉 ⊆ V + Jgr(D) or 〈r〉 ⊆ (V + Jgr(D) :A D).
If 〈r〉 ⊆ (V + Jgr(D) :A D) = P , then r ∈ P , thus r + P = P as a contradiction. So we have
〈m〉 ⊆ V + Jgr(D) implies m ∈ V + Jgr(D). Hence m + V + Jgr(D) = V + Jgr(D). Therefore,
D/(V + Jgr(D)) is a Gr-torsion free A/P -module.

(3)⇒(4) Let r ∈ h(A)−P and letm ∈ (V+Jgr(D) :D 〈r〉)∩h(D). Then 〈r〉m ⊆ V+Jgr(D) it follows
that rm ∈ V + Jgr(D). Thus (r+P )(m+V + Jgr(D)) = V + Jgr(D), since r /∈ P and D/(V + Jgr(D))
is a Gr-torsion free A/P -module we get m+ V + Jgr(D) = V + Jgr(D), thus m ∈ V + Jgr(D). Hence
(V + Jgr(D) :D 〈r〉) ⊆ V + Jgr(D) for each r ∈ h(A) − P . Now, let m ∈ (V + Jgr(D)) ∩ h(D) and
r ∈ h(A)−P , then rm ∈ V + Jgr(D) it follows that 〈r〉m ⊆ V + Jgr(D), thus m ∈ (V + Jgr(D) :D 〈r〉).
Hence V + Jgr(D) ⊆ (V + Jgr(D) :D 〈r〉) for each r ∈ h(A)− P .

(4)⇒(5) Let x ∈ h(D) − (V + Jgr(D)). Let r ∈ (V + Jgr(D) :A 〈x〉) ∩ h(A). Suppose the con-
trary, r /∈ P . Since r ∈ (V + Jgr(D) :A 〈x〉) ∩ h(A), then r〈x〉 ⊆ V + Jgr(D) it follows that
rx ∈ V + Jgr(D), thus 〈r〉x ⊆ V + Jgr(D). That is x ∈ (V + Jgr(D) :D 〈r〉) but by hypothesis
(V + Jgr(D) :D 〈r〉) = V + Jgr(D), for each r ∈ h(A) − P , so we get x ∈ V + Jgr(D) a contradic-
tion. Hence, r ∈ P . Therefore, (V + Jgr(D) :A 〈x〉) ⊆ P . Now, let r ∈ P ∩ h(A) = (V + Jgr(D) :A
D) ∩ h(A). Then rM ⊆ V + Jgr(D). In particular, rx ∈ V + Jgr(D), thus r〈x〉 ⊆ V + Jgr(D) implies
r ∈ (V + Jgr(D) :A 〈x〉). Hence P ⊆ (V + Jgr(D) :A 〈x〉). Therefore (V + Jgr(D) :A 〈x〉) = P .

(5)⇒(1) Let rm ∈ V, where r ∈ h(A) and m ∈ h(D). Suppose m /∈ V + Jgr(D), we need to prove
that r ∈ P . Since rm ∈ V ⊆ V+Jgr(D), then r〈m〉 ⊆ V+Jgr(D) it follows that r ∈ (V+Jgr(D) :A 〈m〉),
apply hypothesis, we have (V + Jgr(D) :A 〈m〉) = (V + Jgr(D) :A D) = P , hence r ∈ P . Therefore, V
is a graded Jgr-prime submodule of D.

Theorem 3. If V is a graded Jgr-prime submodule ofD, then (V+Jgr(D) :A D) is a graded Jgr-prime
ideal of A.

Proof. We show that P is a graded prime ideal of A, where P = (V + Jgr(D) :A D). Let ab ∈ P,
where a, b ∈ h(A). Suppose a /∈ P , then there exists x ∈ h(D) such that ax /∈ V+Jgr(D). Since ab ∈ P ,
then abM ⊆ V + Jgr(D). In particular, b(ax) ∈ V + Jgr(D). Thus b(ax) + V + Jgr(D) = V + Jgr(D),
it follows that (b + P )(ax + V + Jgr(D)) = V + Jgr(D). Since V is a graded Jgr-prime submodule,
by Theorem 2, we get D/(V + Jgr(D)) is a Gr-torsion free A/P -module. But ax /∈ V + Jgr(D), then
b+ P = P , so we have b ∈ P . Therefore, P = (V + Jgr(D) :A D) is a graded prime ideal of A, then P
is a graded Jgr-prime ideal of A, by Theorem 1.

A graded ring A is called a graded integral domain if whenever ab = 0, where a, b ∈ h(A), then
either a = 0 or b = 0 [10].

In the following example, it is shown that the converse of Theorem 3 is not necessarily true.
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On Graded Jgr-Prime Submodules

Example 3. Let G = Z2, A = Z be a G-graded ring with A0 = Z, A1 = {0}, and D = Z × Z be a
graded A-module with D0 = Z×Z, D1 = {(0, 0)}. The graded submodule V = 2Z× 〈0〉 is not graded
Jgr-prime submodule of D, by Example 2. However, P = (V+Jgr(D) :A D) = (2Z×〈0〉 :A Z×Z) = 〈0〉
is a graded prime ideal of Z. Since if ab ∈ P = 〈0〉, where a, b ∈ h(Z), then ab = 0 implies either a = 0
or b = 0 as Z is a graded integral domain. Thus a ∈ P or b ∈ P , by Theorem 1, we have P is a graded
Jgr-prime ideal of Z.

The following example shows that the residual of graded Jgr-prime submodule is not necessarily a
graded Jgr-prime ideal of A.

Example 4. Let G = Z2, A = Z be a G-graded ring with A0 = Z and A1 = {0}. Let D = Z12 be
a graded A-module with D0 = Z12 and D1 = {0}. Consider V = {0, 4, 8} = 〈4〉 is a graded Jgr-prime
submodule of Z-module Z12, but (V :Z Z12) is not graded Jgr-prime ideal of Z, since there exists
2 ∈ h(Z) such that 2 · 2 = 4 ∈ (V :Z Z12), but 2 /∈ (V :Z Z12) + Jgr(Z) = (V :Z Z12) + {0} =
= (V :Z Z12) = 4Z and 2 /∈ ((V :Z Z12) + Jgr(Z) :Z Z) = ((V :Z Z12) :Z Z).

Theorem 4. If V is a graded Jgr-prime submodule of D with Jgr(D) ⊆ V, then (V :A D) is a graded
Jgr-prime ideal of A.

Proof. Since V is a graded Jgr-prime submodule of D, then (V+Jgr(D) :A D) is a graded Jgr-prime
ideal of A by Theorem 3. But Jgr(D) ⊆ V, thus (V + Jgr(D) :A D) = (V :A D). Therefore, (V :A D) is
a graded Jgr-prime ideal of A.

Theorem 5. Let A be a G-graded ring, D — a graded A-module and V — a proper graded submodule
of D. Then the following statements are equivalent:

1) V is a graded Jgr-prime submodule of D.
2) (V + Jgr(D) :A D) = (V + Jgr(D) :A 〈c〉) for each c ∈ h(D)− (V + Jgr(D)).
3) (V + Jgr(D) :A D) = (V + Jgr(D) :A K) for each graded submodule K of D such that

V + Jgr(D) ( K.

Proof. (1)⇒(2) By Theorem 2.
(2) ⇒(3) Let K be a graded submodule of D such that V + Jgr(D) ( K. It is clear that

(V + Jgr(D) :A D) ⊆ (V + Jgr(D) :A K) since if r ∈ (V + Jgr(D) :A D)∩ h(A), then rM ⊆ V + Jgr(D),
but K ⊆ D implies rK ⊆ V + Jgr(D), thus r ∈ (V + Jgr(D) :A K), hence (V + Jgr(D) :A D) ⊆
(V+Jgr(D) :A K). Now, let s ∈ (V+Jgr(D) :A K)∩h(A), then sK ⊆ V+Jgr(D), but V+Jgr(D) ( K
so there exists x ∈ K ∩ h(D) and x /∈ V + Jgr(D). In particular sx ∈ V + Jgr(D), it follows that
s〈x〉 ⊆ V + Jgr(D) implies s ∈ (V + Jgr(D) :A 〈x〉) but by hypothesis we have (V + Jgr(D) :A 〈x〉) =
= (V+Jgr(D) :A D), so s ∈ (V+Jgr(D) :A D), hence (V+Jgr(D) :A K) ⊆ (V+Jgr(D) :A D). Therefore,
(V + Jgr(D) :A D) = (V + Jgr(D) :A K) for each V + Jgr(D) ( K.

(3)⇒(1) Let rm ∈ V and m /∈ V + Jgr(D), where r ∈ h(A) and m ∈ h(D). Take K = V +
+ Jgr(D) + 〈m〉, where V + Jgr(D) ( V + Jgr(D) + 〈m〉 (since m ∈ K − (V + Jgr(D))), it follows that
rK = r(V + Jgr(D)) + r〈m〉 ⊆ (V + Jgr(D)) + V = V + Jgr(D), so r ∈ (V + Jgr(D) :A K). But by
hypothesis, we have (V + Jgr(D) :A K) = (V + Jgr(D) :A D), thus r ∈ (V + Jgr(D) :A D). Therefore,
V is a graded Jgr-prime submodule of D.

A proper graded submodule V is called a graded small (Gr-small) of D if D = V + L for some
graded submodule L of D implies that L = D. A graded A-module D is said to be a graded hollow
(Gr-hollow) module if every proper graded submodule V of D is a Gr-small [13].

Theorem 6. Let A be a G-graded ring, D a Gr-hollow A-module and Jgr(D) a graded Jgr-prime
submodule of D, then every proper graded submodule of D is a graded Jgr-prime submodule of D.
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Proof. Let V be a proper graded submodule of D and let rm ∈ V where r ∈ h(A) and m ∈ h(D).
Since D is a Gr-hollow then V is a Gr-small, so rm ∈ V ⊆

∑
{A : A is a Gr-small} = Jgr(D) by

[14; Theorem 2.10]. But Jgr(D) is a graded Jgr-prime submodule of D. Thus either m ∈ Jgr(D) +
+ Jgr(D) = Jgr(D) ⊆ V + Jgr(D) or rM ⊆ Jgr(D) + Jgr(D) = Jgr(D) ⊆ V + Jgr(D). So either
m ∈ V + Jgr(D) or r ∈ (V + Jgr(D) :A D). Therefore, V is a graded Jgr-prime submodule of D.

A nonempty subset S ⊆ h(A) of a G-graded ring A is called multiplicatively closed subset (briefly,
m.c.s.) of A if 0 /∈ S, 1 ∈ S and x · y ∈ S for all x, y ∈ S. Let S ⊆ h(A) be a multiplicatively closed
subset of A and V be a graded submodule of D then V(S) = {x ∈ D : there exists t ∈ S such that
tx ∈ V} be a graded submodule of D is said to be the component of V determined by S, or simply the
S-component of V. We conclude from definition V ⊆ V(S).

Lemma 1. Let P be a proper graded ideal of A. Then P is a graded prime ideal of a graded ring
A if and only if h(A)− P is a m.c.s. of A.

Proof. Let P is a proper graded submodule of D, then 0 ∈ P , 1 /∈ P (if 1 ∈ P , then P = D, thus
P is not proper a contradiction) and since P is a graded prime ideal of A, we have 0 /∈ h(A) − P ,
1 ∈ h(A) − P and ab ∈ h(A) − P for each a, b ∈ h(A) − P . Therefore, h(A) − P is a m.c.s. of A.
Conversely, suppose the contrary, P is not graded prime ideal of A, then there exist x, y ∈ h(A) − P
with xy ∈ P . Since h(A)− P is m.c.s. of A, then xy ∈ h(A)− P which is a contradiction.

Theorem 7. Let A be a G-graded ring, D — a graded A-module and V — a graded submodule of D.
Then V is a graded Jgr-prime submodule of D if and only if the graded ideal P = (V + Jgr(D) :A D)
is a graded prime of A and V(S) ⊆ V + Jgr(D) for each S ⊆ h(A) a m.c.s. of A such that S ∩ P = φ.

Proof. Let V be a graded Jgr-prime submodule of D and S ⊆ h(A) be m.c.s. of A with S ∩P = φ.
Let ab ∈ P, where a, b ∈ h(A). Suppose a /∈ P , then there exists x ∈ h(D) such that ax /∈ V +
+ Jgr(D). Since ab ∈ P , then abM ⊆ V + Jgr(D). In particular, b(ax) ∈ V + Jgr(D), thus b(ax) +
+V+Jgr(D) = V+Jgr(D), it follows that (b+P )(ax+V+Jgr(D)) = V+Jgr(D). Since V is a graded
Jgr-prime submodule, by Theorem 2, we get D/(V + Jgr(D)) is a Gr-torsion free A/P -module. But
ax /∈ V + Jgr(D), then b + P = P, so we have b ∈ P . Therefore, P = (V + Jgr(D) :A D) is a graded
prime ideal of A. Now, let a ∈ V(S) ∩ h(D), then there exists s ∈ S such that sa ∈ V. Since V is a
graded Jgr-prime submodule of D, S ∩ (V + Jgr(D) :A D) = φ and s /∈ (V + Jgr(D) :A D), we have
a ∈ V + Jgr(D). Hence V(S) ⊆ V + Jgr(D). Conversely, suppose not, let rm ∈ V, where r ∈ h(A) and
m ∈ h(D), but r /∈ (V + Jgr(D) :A D) and m /∈ V + Jgr(D). Assume that P is a graded prime ideal
of A, by Lemma 1, we have h(A) − P is a m.c.s. of A. Since (h(A) − P ) ∩ P = φ, by assumption we
have V(h(A)− P ) ⊆ V + Jgr(D). But m /∈ V + Jgr(D) and V(h(A)− P ) ⊆ V + Jgr(D) it follows that
m /∈ V(h(A) − P ). This yields that for each s ∈ h(A) − P we have sm /∈ V, but r ∈ h(A) − P , then
rm /∈ V which is a contradiction. Therefore, V is a graded Jgr-prime submodule of D.

The following example shows that the intersection of two graded Jgr-prime submodules needs, not
to be a graded Jgr-prime submodule.

Example 5. Let G = Z2 and A = Z be a G-graded ring with A0 = Z and A1 = {0}. Let D = Z6 be
a graded A-module with D0 = Z6 and D1 = {0}. Consider V = 〈2〉 = {0, 2, 4} and L = 〈3〉 = {0, 3}
are graded submodules of Z6. Then V ∩L = 〈0〉 is not a graded Jgr-prime submodule of D, since there
exist 3 ∈ h(Z) and 2 ∈ h(Z6) such that 3 · 2 = 0 ∈ V ∩ L, but 2 /∈ (V ∩ L) + Jgr(Z6) = 〈0〉+ 〈0〉 = 〈0〉
and 3 /∈ ((V ∩ L) + Jgr(Z6) :Z Z6) = 6Z. However, an easy computation and using the definition of
graded Jgr-prime submodule to show that V and L are graded Jgr-prime submodules of D.

The next theorem shows that the intersection of two graded Jgr-prime submodules is a graded
Jgr-prime submodule under conditions.
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Theorem 8. Let A be a G-graded ring, D a graded A-module and V, L be two graded submodules
of D such that V ⊆ Jgr(D) or L ⊆ Jgr(D). If V and L are graded Jgr-prime submodules of D, then
V ∩ L is a graded Jgr-prime submodule of D.

Proof. Assume that V and L are graded Jgr-prime submodules of D. Let rm ∈ V ∩ L, where
r ∈ h(A) and m ∈ h(D), then rm ∈ V and rm ∈ L. If V ⊆ Jgr(D), since V is a graded Jgr-prime
submodule of D, then either rM ⊆ V + Jgr(D) = Jgr(D) ⊆ (V ∩ L) + Jgr(D) or m ∈ V + Jgr(D) =
= Jgr(D) ⊆ (V ∩ L) + Jgr(D). Thus either r ∈ ((V ∩ L) + Jgr(D) :A D) or m ∈ (V ∩ L) + Jgr(D).
Hence V ∩L is a graded Jgr-prime submodule of D. Similarly, If L ⊆ Jgr(D), we get V ∩L is a graded
Jgr-prime submodule of D.

Theorem 9. Let A be a G-graded ring, D and D
′ be two graded A-modules and V, V ′ be two proper

graded submodules of D, D′ ,respectively. If V × V ′ is a graded Jgr-prime submodule of D×D
′ , then

V and V ′ are graded Jgr-prime submodules of D and D
′ , respectively.

Proof. To prove V is a graded Jgr-prime submodule ofD, let rm ∈ V, where r ∈ h(A) andm ∈ h(D),
then r(m, 0) ∈ V × V ′ as r(m, 0) = (rm, 0) ∈ V × V ′ . Since V × V ′ is a graded Jgr-prime submodule
of D ×D

′ , so either r ∈ ((V × V ′) + Jgr(D ×D
′
) :A D ×D

′
) or (m, 0) ∈ (V × V ′) + Jgr(D ×D

′
). If

r ∈ ((V × V ′) + Jgr(D × D
′
) :A D × D

′
), then r(D × D

′
) ⊆ (V × V ′) + Jgr(D × D

′
) = (V × V ′) +

+(Jgr(D)×Jgr(D
′
)), it follows that (rM×rM ′

) ⊆ (V+Jgr(D))× (V ′+Jgr(D
′
)), so rM ⊆ V+Jgr(D)

and rM ′ ⊆ V ′ + Jgr(D
′
). This implies that r ∈ (V + Jgr(D) :A D) and r ∈ (V ′ + Jgr(D

′
) :A D

′
). If

(m, 0) ∈ (V × V ′) + Jgr(D ×D
′
), then (m, 0) ∈ (V + Jgr(D)) × (V ′ + Jgr(D

′
). Thus m ∈ V + Jgr(D)

and 0 ∈ V ′ + Jgr(D
′
). Hence V is a graded Jgr-prime submodule of D. In a similar manner, we can

prove that V ′ is a graded Jgr-prime submodule of D′ .

Theorem 10. Let A be a G-graded ring, D and D
′ be two graded A-modules and f : D −→ D

′ be
a graded epimorphism. If V is a graded Jgr-prime submodule of D containing kerf , then f(V) is a
graded Jgr-prime submodule of D′ .

Proof. Since V is a proper graded submodule of D, by [15; Lemma 4.8], we have f(V) is a proper
graded submodule of D

′ . Let rm′ ∈ f(V), where r ∈ h(A) and m
′ ∈ h(D

′
), since f is onto and

m
′ ∈ h(D′), then there exists m ∈ h(D) such that f(m) = m

′ . Thus rm′ = rf(m) = f(rm) ∈ f(V), so
there exists n ∈ V∩h(D) such that f(rm) = f(n), thus f(rm−n) = 0, it follows that rm−n ∈ kerf ⊆ V
so rm + V = n + V = V. That is rm ∈ V, but V is a graded Jgr-prime submodule of D, then either
r ∈ (V + Jgr(D) :A D) or m ∈ V + Jgr(V). If r ∈ (V + Jgr(D) :A D), then rM ⊆ V + Jgr(D),
thus f(rM) ⊆ f(V + Jgr(D)) = f(V) + f(Jgr(D)), implies that rf(D) = rM

′ ⊆ f(V) + f(Jgr(D)), by
[14; Theorem 2.12], we get f(Jgr(D)) ⊆ Jgr(D

′
). So rM ′ ⊆ f(V)+Jgr(D

′
), then r ∈ (f(V)+Jgr(D

′
) :A

D
′
). If m ∈ V + Jgr(D), then f(m) ∈ f(V) + f(Jgr(D)), but f(m) = m

′ , by [14; Theorem 2.12], we
have m′ ∈ f(V) + f(Jgr(D)) ⊆ f(V) + Jgr(D

′
). Hence f(V) is a graded Jgr-prime submodule of D′ .

Theorem 11. Let A be a G-graded ring, D and D
′ be a graded A-modules. Let f : D −→ D

′ be a
graded epimorphism with kerf is a Gr-small submodule of D. If V ′ is a graded Jgr-prime submodule
of D′ , then f−1(V ′) is a graded Jgr-prime submodule of D.

Proof. Since V ′ is a proper graded submodule of D′ , by [15; Lemma 5.2], we have f−1(V ′) is a
proper graded submodule of D. Let rm ∈ f−1(V ′), where r ∈ h(A) and m ∈ h(D), then f(rm) ∈ V ′ ,
thus rf(m) ∈ V ′ since V ′ is a graded Jgr-prime submodule of D′ , then either r ∈ (V ′ + Jgr(D

′
) :A D

′
)

or f(m) ∈ V ′ + Jgr(D
′
). If r ∈ (V ′ + Jgr(D

′
) :A D

′
), then rM

′ ⊆ V ′ + Jgr(D
′
) since f is a graded

epimorphism, then f is onto, so D
′
= f(D) implies that rf(D) ⊆ V ′ + Jgr(D

′
) then f(rM) ⊆ V ′ +

+ Jgr(D
′
), it follows that rM ⊆ f−1(V ′ + Jgr(D

′
)) = f−1(V ′) + f−1(Jgr(D

′
)), since f is a graded

epimorphism and kerf is a Gr-small of D [14; Theorem 2.12], we get f(Jgr(D)) = Jgr(D
′
). Thus

Jgr(D) = f−1(Jgr(D
′
)), so rM ⊆ f−1(V ′) + Jgr(D), it follows that r ∈ (f−1(V ′) + Jgr(D) :A D). If
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f(m) ∈ V ′+Jgr(D
′
), then m ∈ f−1(V ′)+f−1(Jgr(D

′
)) = f−1(V ′)+Jgr(D). Hence f−1(V ′) is a graded

Jgr-prime submodule of D.

Corollary 1. Let A be a G-graded ring, D a graded A-module and V, K proper graded submodules
of D such that K ⊆ V and kerf is Gr-small of D. If V/K is a graded Jgr-prime submodule of D/K,
then V is a graded Jgr-prime submodule of D.

Proof. Define f : D −→ D/K by f(x) = x+ K. Then f is a graded epimorphism, so by Theorem
11, we get f−1(V/K) = V is a graded Jgr-prime submodule of D.

Recall that a proper graded submodule V of D is called a graded Jgr-pure submodule of D, if
V ∩ UD = UV + (Jgr(D) ∩ V ∩ UD) for each proper graded ideal U of A, see [14; Definition 2.19].

The following example shows that a graded Jgr-pure submodule of D not necessarily a graded
Jgr-prime submodule of D.

Example 6. Let A = Z be a G-graded ring with A0 = {0} and A1 = Z, where G = Z2. Let D = Z6

be a graded A-module with D0 = {0} and D1 = Z6 . V = {0} is a graded Jgr-pure submodule of D.
However V is not graded Jgr-prime submodule of D since there exist 3 ∈ h(A) and 2 ∈ h(D) such that
3 · 2 = 0 ∈ V but 3 /∈ (V + Jgr(D) :A D) and 2 /∈ V + Jgr(D) = {0}.

The next theorem shows that a graded Jgr-pure submodule of D is a graded Jgr-prime submodule
of D with under some conditions.

Theorem 12. Let A be a G-graded ring, D a Gr-torsion free A-module and V a proper graded
submodule of D with Jgr(D) = {0}. If V is a graded Jgr-pure submodule of D, then V is a Jgr-prime
submodule of D.

Proof. Let rm ∈ V, where r ∈ h(A) and m ∈ h(D), assume that r /∈ (V + Jgr(D) :A D). Thus
rm ∈ V ∩ 〈r〉D = 〈r〉V + (Jgr(D) ∩ V ∩ 〈r〉D) as V is a graded Jgr-pure submodule of D. But
Jgr(D) = {0}. Thus rm ∈ 〈r〉V, it follows that there exists n ∈ V ∩ h(D) and r

′ ∈ h(A) such
that rm = rr

′
n. Thus rm − rr

′
n = 0 implies r(m − r

′
n) = 0. Since D is a Gr-torsion free and

r /∈ (V + Jgr(D) :A D), then m = r
′
n ∈ V ⊆ V + Jgr(D). Hence m ∈ V + Jgr(D). Therefore, V is a

Jgr-prime submodule of D
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In this paper, the problem of a doubly nonlinear degenerate parabolic system with nonlinear sources and
absorption terms not located in a homogeneous medium was considered. It obeys zero Dirichlet boundary
conditions in a smooth bounded domain. The comparison principle and self-similar approach was used
to study the problem. In this paper, the nonlinear splitting method was used to prove the existence of
global and blow-up in finite time solutions. It is shown that the role of the nonlinear source and nonlinear
absorption is important for the existence and non-existence of the solution. The results contribute to a
broader understanding of nonlinear parabolic systems.

Keywords: doubly nonlinear degenerate parabolic system, nonlinear source, nonlinear absorption, global
existence, blow-up in finite time, comparison principle, variable density.
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Introduction

In this paper, we consider the following doubly nonlinear degenerate parabolic system with both
nonlinear sources and absorptions with variable densities:

∂u

∂t
= ∇

(
|x|n1 um1−1

∣∣∣∇uk1∣∣∣p1−2
∇u
)

+ vq1 − α1u
r1 , x ∈ Ω, t > 0,

∂v

∂t
= ∇

(
|x|n2 vm2−1

∣∣∣∇vk2∣∣∣p2−2
∇v
)

+ uq2 − α2v
r2 , x ∈ Ω, t > 0,

u (x, t) = v (x, t) = 0, x ∈ ∂Ω, t > 0,

u (x, 0) = u0 (x) , v (x, 0) = v0 (x) , x ∈ Ω,

(1)

where pi ≥ 2, ki,mi ≥ 1, ni, qi, ri, αi ≥ 0 (i = 1, 2) and Ω is a bounded domain of RN , N ≥ 1 with a
smooth boundary ∂Ω. The initial data u0 (x) , v0 (x) ∈ C2+ν

(
Ω
)
, with 0 < ν < 1, u0 (x) , v0 (x) ≥ 0

and u0 (x) , v0 (x) 6≡ 0.
In recent years, the problem of reaction-diffusion processes with nonlinear interactions has attracted

considerable attention because it arises in such fields as biology, chemistry and physics. Population
dynamics, chemical reactions, heat transfer and other phenomena can be predicted if the conditions
for the existence of global and blow-up in finite time solutions are known. For example, in a biological
context, the presence of a variable density term means changing population density or resources that
are not distributed uniformly. For more detailed information on physical models describing with the
above and similar equations, we refer to literature [1–7] and references therein.
∗Corresponding author. E-mail: odiljonatabaev@gmail.com
Received: 5 September 2024; Accepted: 3 December 2024.
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However, there are few studies on doubly nonlinear degenerate parabolic systems including both
reaction and absorption terms in an inhomogeneous medium.

Doubly nonlinear degenerate parabolic equations and systems have been studied by many scientists
(see [5–12] and references therein). Especially, when ni = 0, pi = 2 and mi = ki = 1 (i = 1, 2) the
system (1) reduces to following semilinear form:

∂u

∂t
= ∆u+ vq1 − α1u

r1 , x ∈ Ω, t > 0,

∂v

∂t
= ∆v + uq2 − α2v

r2 , x ∈ Ω, t > 0,

u (x, t) = v (x, t) = 0, x ∈ ∂Ω, t > 0,

u (x, 0) = u0 (x) , v (x, 0) = v0 (x) , x ∈ Ω.

(2)

In particular, Bedjaoui and Souplet [3] used the comparison principle to show the global solvability
of problem (2). Authors of [4–8, 13–15] analyzed the blow-up properties of solutions to system (2)
without absorption terms, when α1 = α2 = 0. The critical Fujita exponent for solutions with blow-up
was found by the authors of [13–15]. Aripov and Bobokandov [8] obtained estimates of solutions and
fronts (free boundaries) for equations with a single absorption term in an inhomogeneous medium.

Recently, many authors have addressed the problems with variable densities [8, 11, 12, 15–21].
Zhou et al. [9, 10] determined the global existence and blow-up of solutions to a degenerate singu-
lar parabolic system. The authors obtained the blow-up set and uniform blow-up conditions using the
comparison principle and asymptotic analysis methods. Kong et al. [5] established uniform blow-up
profiles for the weakly absorbed case of a semilinear parabolic system.

Anh et al. [20] and Niu et al. [21] investigated the long-time behavior of solutions to the following
degenerate parabolic equation

∂u

∂t
= ∇

(
σ(x) |∇u|p−2∇u

)
+ g − f(x, u), x ∈ Ω×R+,

u (x, t) = 0, x ∈ ∂Ω×R+,

u (x, 0) = u0 (x) , x ∈ Ω.

(3)

The existence of a global attractor in Lq was shown using some estimates of the solution.
Other related works includes [22–29], where the authors studied doubly degenerate parabolic equa-

tions with nonlinear sources and absorption terms when ki = mi (i = 1, 2)

∂u

∂t
= ∇

(
|∇um1 |p1−2∇um1

)
+ vq1 − α1u

r1 , x ∈ Ω, t > 0,

∂v

∂t
= ∇

(
|∇vm2 |p2−2∇vm2

)
+ uq2 − α2v

r2 , x ∈ Ω, t > 0,

u (x, t) = v (x, t) = 0, x ∈ ∂Ω, t > 0,

u (x, 0) = u0 (x) , v (x, 0) = v0 (x) , x ∈ Ω.

This is also known as the p-Laplacian system when ki = mi = 1 (i = 1, 2). Xiulan Wu [30] provided
criteria for the global existence or the finite-time blow-up of solutions to (3).

This study extends the results to the more general case of a doubly nonlinear degenerate parabolic
system including variable density terms. This provides a more precise understanding of the behavior
of the physical phenomena described by the system (3).

The rest of the paper is organized as follows. Section 1 gives preliminary notations and main
results. Section 2 is devoted to the existence of global and finite-time exploding solutions. Finally,
conclusions and observations are discussed.
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1 Preliminaries and Main results

Degenerate equations may not have classical solutions, so we define weak upper and weak lower
solutions. In this paper we denote QT = Ω× (0, T ).

Definition 1. We call a non-negative function (u, v) ∈
[
C2,1 (QT ) ∩ C (QT )

]2 a weak upper solution
(a weak lower solution) of problem (1) in QT if the following fulfills:

∂u

∂t
≥ (≤)∇

(
|x|n1 um1−1

∣∣∣∇uk1∣∣∣p1−2
∇u
)

+ vq1 − α1u
r1 , x ∈ Ω, t > 0,

∂v

∂t
≥ (≤)∇

(
|x|n2 vm2−1

∣∣∣∇vk2∣∣∣p2−2
∇v
)

+ uq2 − α2v
r2 , x ∈ Ω, t > 0,

u (x, t) ≥ v (x, t) ≥ 0, x ∈ ∂Ω, t > 0,

u (x, 0) ≥ u0 (x) , v (x, 0) ≥ v0 (x) , x ∈ Ω.

We also say that (u, v) is a weak solution of problem (1) in QT if (u, v) is both weak upper and weak
lower solution of (1) in QT . Moreover, (u, v) is a global solution of problem (1) if it is a solution of (1)
in QT for any T > 0, and any solution (u, v) blows up in the sense of the L∞ norm if T <∞:

lim
t→T

(‖u (·, t)‖∞ + ‖v (·, t)‖∞) =∞.

In order to state our results, we introduce some useful symbols. Let ϕ(x) and ψ(x) satisfy the
following elliptic problem respectively:

−∇
(
|x|n1 ϕm1−1

∣∣∣∇ϕk1∣∣∣p1−2
∇ϕ
)

= 1, x ∈ Ω, ϕ(x) = 1, x ∈ ∂Ω, (4)

−∇
(
|x|n2 ψm1−1

∣∣∣∇ψk1∣∣∣p1−2
∇ψ
)

= 1, x ∈ Ω, ψ(x) = 1, x ∈ ∂Ω. (5)

It is known [19] that (4) and (5) have unique solutions with the following properties:

M1 = max
x∈Ω

ϕ(x) <∞, M2 = max
x∈Ω

ψ(x) <∞,

ϕ(x), ψ(x) > 1 in Ω, ∇ϕν < 0, ∇ψν < 0 on ∂Ω.

To simplify notation, we also let µ1 = max {m1 + k1 (p1 − 2) , r1}, µ2 = max {m2 + k2 (p2 − 2) , r2}.
Theorem 1. Let n1n2 < p1p2. If q1q2 < µ1µ2, then all nonnegative solutions of problem (1) are

global.

Theorem 2. Let n1n2 < p1p2 and q1q2 = µ1µ2, then:
1. if r1 > m1 + k1(p1 − 2), r2 > m2 + k2(p2 − 2), which is q1q2 = r1r2 and if α1, α2 are sufficiently

large, then nonnegative solutions of problem (1) blows up in finite time, and exists globally for
small initial values;

2. if r1 < m1 + k1(p1 − 2), r2 < m2 + k2(p2 − 2), thus q1q2 = (m1 + k1(p1 − 2))(m2 + k2(p2 − 2)),
then all nonnegative solutions of problem (1) are global for small initial values;

3. suppose r1 < m1 + k1(p1− 2), r2 > m2 + k2(p2− 2), thus q1q2 = (m1 + k1(p1− 2))r2, then there
is a non-negative blow-up in finite time solution of problem (1) for large initial data;

4. suppose r1 > m1 + k1(p1− 2), r2 < m2 + k2(p2− 2), thus q1q2 = r1(m2 + k2(p2− 2)), then there
is a non-negative blow-up in finite time solution of problem (1) for large initial data.

Theorem 3. Suppose n1n2 < p1p2. If q1q2 > µ1µ2, then nonnegative solutions of problem (1) blows
up in finite time for sufficiently large initial data and exists globally for small initial values.
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2 Global existence and Blow-up

Here we give the proof of global existence and blow-up solutions using the comparison principle.
Self-similar approach and nonlinear splitting methods are used to construct comparable solutions. We
start with Theorem 1.

Proof of Theorem 1. We divide the proof of Theorem 1 into 4 cases:

Case 1: When µ1 = m1 + k1 (p2 − 2), µ2 = m2 + k2 (p2 − 2), thus q1q2 < (m1 + k1 (p2 − 2)) ×
× (m2 + k2 (p2 − 2)) and n1n2 < p1p2. We have u ≤ w and v ≤ z, where (w, z) satisfies

∂w

∂t
= ∇

(
|x|n1 wm1−1

∣∣∣∇wk1∣∣∣p1−2
∇w
)

+ zq1 , x ∈ Ω, t > 0,

∂z

∂t
= ∇

(
|x|n2 zm2−1

∣∣∣∇zk2∣∣∣p2−2
∇z
)

+ wq2 , x ∈ Ω, t > 0,

w (x, t) = z (x, t) = 0, x ∈ ∂Ω, t > 0,

w (x, 0) = w0 (x) , z (x, 0) = z0 (x) , x ∈ Ω

by comparison principle and from [3,20], it follows that (w, z) is global and so it is (u, v).

Case 2: When µ1 = r1, µ2 = r2, thus q1q2 < r1r2 and n1n2 < p1p2. Let (u, v) = (A1, A2), where
A1 ≥ maxx∈Ω u0(x), A2 ≥ maxx∈Ω v0(x) and A1, A2 will be determined later. After some
calculations, we have

∂u

∂t
−∇

(
|x|n1 um1−1

∣∣∣∇uk1∣∣∣p1−2
∇u
)
− vq1 + α1u

r1 = α1A
r1
1 −A

q1
2 ,

∂v

∂t
−∇

(
|x|n2 vm2−1

∣∣∣∇vk2∣∣∣p2−2
∇v
)
− uq2 + α2v

r2 = α2A
r2
2 −A

q2
1 .

(u, v) = (A1, A2) is a time-independent upper solution of problem (1) if

α1A
r1
1 ≥ A

q1
2 and α2A

r2
2 ≥ A

q2
1 ,

i.e.
A
q1
r1
2 α

− 1
r1

1 ≤ A1 ≤ A
r2
q2
2 α

1
q2
2 . (6)

Since q1q2 < r1r2, then there exist A1, A2 satisfying (6).

Case 3: When µ1 = r1, µ2 = m2 + k2 (p2 − 2) and n1n2 < p1p2, we have q1q2 < r1(m2 + k2 (p2 − 2))).
Let (u, v) = (A1, A2ψ(x)), where ψ(x) from (5) and we can choose A1 ≥ maxx∈Ω u0(x) and
A2 ≥ maxx∈Ω v0(x) satisfying

A
q2

m2+k2(p2−2)

1 ≤ A2 ≤
1

M2
(α1A

r1
1 )

1
q1 .

After direct computation, we have

∂u

∂t
−∇

(
|x|n1 um1−1

∣∣∣∇uk1∣∣∣p1−2
∇u
)
− vq1 + α1u

r1 ≥ 0,

∂v

∂t
−∇

(
|x|n2 vm2−1

∣∣∣∇vk2∣∣∣p2−2
∇v
)
− uq2 + α2v

r2 ≥ 0.

(7)

So, (u, v) = (A,Bψ(x)) is a upper solution for system (1)
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Case 4: If µ1 = m1 + k1 (p1 − 2), µ2 = r2, we have q1q2 < r2(m1 + k1 (p1 − 2)) and n1n2 < p1p2, we
let (u, v) = (A1(ϕ(x) + 1), A2), where ϕ(x) from (4) and choose such A1 ≥ maxx∈Ω u0(x) and
A2 ≥ maxx∈Ω v0(x) satisfying

A
q1

m1+k1(p1−2)

2 ≤ A1 ≤
1

M1
(α2A

r2
2 )

1
q2 .

Then system of inequalities (7) is fulfilled.

Proof of Theorem 1 is completed.

Proof of Theorem 2. We consider 4 cases to prove Theorem 2:

Case 1: When r1 > m1 + k1(p1− 2), r2 > m2 + k2(p2− 2) and n1n2 < p1p2, we know q1q2 = r1r2. We
can choose A1 and A2 sufficiently large, fulfilling A1 ≥ maxx∈Ω u0(x), A2 ≥ maxx∈Ω v0(x) and

α
− 1
r1

1 A
q1
r1
2 ≤ A1 ≤ α

1
q2
2 A

r2
q2
2 .

It is clear, that (u, v) = (A1, A2) is a weak upper solution of problem (1). It is easy to check, by
comparison principle that the solution (u, v) = (A1, A2) of problem (1) is global.

Now we need to prove our blow-up conclusion. Assume that Ω contains the origin. Denote

u(x, t) = (T − t)−γ1U (ξ1) , v(x, t) = (T − t)−γ2V (ξ2) ,

where U (ξ1) =

(
A
p1−n1
p1−1 − ξ

p1−n1
p1−1

1

) p1−1
m1−1+k1(p1−2)

, V (ξ2) =

(
A
p2−n2
p2−1 − ξ

p2−n2
p2−1

2

) p2−1
m2−1+k2(p2−2)

,

ξ1 = |x|
(T−t)β1 , ξ2 = |x|

(T−t)β2 , β1 = 1−γ1(m1+k1(p1−2)−1)
p1

> 0, β2 = 1−γ2(m2+k2(p2−2)−1)
p2

> 0 and
γ1, γ2, A, T > 0 are to be determined later. Note that BATβ (0) contains the support of u(x, t)
and v(x, t), where β = maxβ1, β2 if T > 1; β = minβ1, β2 if T ≤ 1, which is included in Ω if T
is sufficiently small.

After a direct computation, we obtain

∂u

∂t
= (T − t)−γ1−1

(
γ1U (ξ1) + β1ξ1

dU

dξ1

)
∇
(
|x|n1 um1−1

∣∣∣∇uk1∣∣∣p−2
∇u
)

= (T − t)−γ1(m1+k1(p1−2))−β1p1

ξn1
1

(
kp1−2

1 Nbp1−1
1 U (ξ1) + kp1−2

1 bp1−1
1 ξ1

dU

dξ1

)
,

∂v

∂t
= (T − t)−γ2−1

(
γ2V (ξ2) + β2ξ2

dV

dξ2

)
∇
(
|x|n2 vm2−1

∣∣∣∇vk2∣∣∣p−2
∇v
)

= (T − t)−γ2(m2+k2(p2−2))−β2p2

ξn2
2

(
kp2−2

2 Nbp2−1
2 V (ξ2) + kp2−2

2 bp2−1
2 ξ2

dV

dξ2

)
,

where b1 = p1
m1+k1(p1−2)−1 and b2 = p2

m2+k2(p2−2)−1 .

We need to find suitable parameters such that

(T − t)−γ1−1

(
γ1U (ξ1) + β1ξ1

dU

dξ1
− kp1−2

1 Nbp1−1
1 ξn1

1 U (ξ1)− kp1−2
1 bp1−1

1 ξn1+1
1

dU

dξ1

)
+

+ (T − t)−r1γ1 U r1 (ξ1) ≤ (T − t)−q1γ2 V q1 (ξ2)

(8)
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(T − t)−γ2−1

(
γ2V (ξ2) + β2ξ2

dV

dξ2
− kp2−2

2 Nbp2−1
2 ξn2

2 V (ξ2)− kp2−2
2 bp2−1

2 ξn2+1
2

dV

dξ2

)
+

+ (T − t)−r2γ2 V r2 (ξ2) ≤ (T − t)−q2γ1 V q2 (ξ1) .

(9)

Note that U, V are continuous for C2 except for ξ1 = A, ξ2 = A where U ′, V ′ has a positive jump.
Therefore, to obtain a lower solution of (1), we will prove (8) and (9) pointwise for ξ1 > 0, with
ξ1 6= A. It is easy to see that

dU

dξ1
= − p1

m1 + k1 (p1 − 2)− 1
ξ
p1+n1
p1−1

−1

1

(
A
p1+n1
p1−1 − ξ

p1+n1
p1−1

1

) p1−1
m1+k1(p1−2)−1

−1

,

dV

dξ2
= − p2

m2 + k2 (p2 − 2)− 1
ξ
p2+n2
p2−1

−1

2

(
A
p2+n2
p2−1 − ξ

p2+n2
p2−1

2

) p2−1
m2+k2(p2−2)−1

−1

and (8) is trivial for ξ1 ≥ A. A simple computation shows that (8) is satisfied. We distinguish
two steps for 0 < ξ1 < θ1A and θ1A < ξ1 < A, where

θ1 =

(
γ1 + kp1−2

1 Nbp1−1
1

γ1 + kp1−2
1 Nbp1−1

1 + β1b1 + kp1−2
1 bp11

) p1−1
p1+n1

< 1.

Step 1. For θ1A < ξ1 < A, we have

γ1U (ξ1) + βξ1
dU

dξ1
− kp1−2

1 Nbp1−1
1 ξn1

1 U (ξ1)− kp1−2
1 bp1−1

1 ξn1+1
1

dU

dξ1

=

(
A
p1+n1
p1−1 − ξ

p1+n1
p1−1

1

) p1−1
m1+k1(p1−2)−1

−1

((
γ1 + kp1−2

1 Nbp1−1
1

)
A
p1+n1
p1−1 −

(
γ1 + kp1−2Nbp1−1

1 + β1b1 + kp1−2
1 bp11

)
ξ
p1+n1
p1−1

1

)
≤

≤
(
A
p1+n1
p1−1 − ξ

p1+n1
p1−1

1

) p1−1
m1+k1(p1−2)−1

−1

((
γ1 + kp1−2

1 Nbp1−1
1

)
A
p1+n1
p1−1 −

(
γ1 + kp1−2

1 Nbp1−1
1 + β1b1 + kp1−2

1 bp11

)
(θ1A)

p1+n1
p1−1

)

≤ −β1b1 (θ1A)
p1+n1
p1−1

(
A
p1+n1
p1−1 − ξ

p1+n1
p1−1

1

) p1−1
m1+k1(p1−2)−1

−1

+

.

Step 2. For 0 < ξ1 ≤ θ1A, the inequality

U (ξ1) ≥
(

1− θ
p1+n1
p1−1

1

) p1−1
m1+k1(p1−2)−1

A
p1

m1+k1(p1−2)−1 > 0,

V (ξ2) ≥
(

1− θ
p2+n2
p2−1

1

) p2−1
m2+k2(p2−2)−1

A
p2

m2+k2(p2−2)−1 > 0

holds. It follows from γ2q1 > γ1 + 1 that

(T − t)−γ1−1

(
γ1U (ξ1) + β1ξ1

dU

dξ1
− kp1−2Nbp1−1

1 ξn1
1 U (ξ1)− kp1−2

1 bp1−1
1 ξn1+1

1

dU

dξ1

)
≤ p1 − 1

p1
(T − t)−q1γ2 U q1 (ξ1)
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if T is sufficiently small. If

α1 (T − t)−r1γ1 U r1 (ξ1) ≤ p1 − 1

p1
(T − t)−q1γ2 V γ2 (ξ2) , (10)

then (8) holds.
Similarly, if

α2 (T − t)−r2γ2 V r2 (ξ2) ≤ p2 − 1

p2
(T − t)−q2γ1 U q2 (ξ1) , (11)

γ1q2 > γ2 + 1 and T is sufficiently small, then (9) holds.

Next, we choose suitable γ1 γ2 to satisfy (10) and (11). It is easy to see that there is γ1 >
q1+1
q1q2−1

and γ2 >
q2+1
q1q2−1 , fulfilling the inequalities

γ2q1 > γ1 + 1, γ1q2 > γ2 + 1. (12)

If q1q2 = r1r2, then we choose some large γ1 and γ2 satisfying (12), and q1 = γ1
γ2
r1, hence

q2 = γ2
γ1
r2. Consequently, by (10) and (11), for sufficiently small α1 and α2 the following hold

α1U
r1 ≤ p1 − 1

p1
V q1 , α2V

r2 ≤ p2 − 1

p2
U q2 . (13)

Hence, (u, v) is a blow-up lower solution of problem (1) with sufficiently large initial data (u0, v0).

Case 2: When r1 < m1 + k1(p1 − 2), r2 < m2 + k2(p2 − 2) and n1n2 < p1p2, we have
q1q2 = (m1 + k1(p1 − 2)) (m2 + k2(p2 − 2)). We choose A1 and A2 satisfying

(A2ψ (x))
q1

m1+k1(p1−2) ≤ A1 ≤
(
A2ϕ

−q2 (x)
)m2+k2(p2−2)

q2 .

The solution is global for small initial data, because (u, v) = (A1ϕ (x) , A2ψ (x)) , where ϕ (x),
ψ (x) satisfy (4), (5) respectively, is a global upper solution of problem (1).

Cases 3 and 4: Cases 3 and 4 are proved similarly to Case 2.

Proof of Theorem 3. We consider two main cases: large initial values and small initial data for
theorem. First, we consider the case of large initial values and prove that the solution blows up in
finite time. Then, we consider the case of small initial data and show that the solutions exist globally.
For each, we break into four subcases based on different conditions of µ1 and µ2.

Case 1: 1. When µ1 = m1 + k1 (p1 − 2), µ2 = m2 + k2 (p2 − 2), that is q1q2 >
(m1 + k1 (p1 − 2)) (m2 + k2 (p2 − 2)) and n1n2 < p1p2. Let (u, v) = (A1ϕ (x) , A2ψ (x)),
where ϕ (x), ψ (x) satisfy (4), (5) respectively. Choosing then

A1 =
1

2

(
(A2M2)

q1
m1+k1(p1−2) +A

m2+k2(p2−1)
q2

2 M−1
1

)
,

A2 =
(
M

m1+k1(p1−2)
1 M q1

2

)− q2
q1q2−(m1+k1(p1−2))(m2+k2(p2−1))

.

Therefore, (u, v) is a global upper solution for problem (1) if A1 ≥ maxx∈Ω u0 (0) and
A2 ≥ maxx∈Ω v0 (0) for small initial values.
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2. When µ1 = r1, µ2 = r2 and n1n2 < p1p2, that is q1q2 > r1r2 choosing

A1 =
1

2

(
α
− 1
r1

1 A
q1
r1
2 + α

1
q2
2 A

r2
q2
2

)
and A2 = (αq21 α

r1
2 )

1
q1q2−r1r2 ,

then (u, v) = (A1, A2) is a global upper solution for problem (1), if A1 ≥ maxx∈Ω u0 (0) and
A2 ≥ maxx∈Ω v0 (0) for small initial values.

3. When µ1 = r1, µ2 = m2 + k2 (p2 − 2) and n1n2 < p1p2, that is q1q2 > r1 (m2 + k2 (p2 − 2)).
Let (u, v) = (A1, A2ψ (x)) , where ψ (x) satisfies (5). Then we choose

A1 = (α1M
q1
2 )
− m2+k2(p2−2)
q1q2−r1(m2+k2(p2−1)) , A2 =

1

2

(
A

q2
m2+k2(p2−2)

1 + (α1A
r1
1 )

1
q1

1

M2

)
.

Therefore, (u, v) is a global upper solution for problem (1), if A1 ≥ maxx∈Ω u0 (0) and
A2 ≥ maxx∈Ω v0 (0).

4. When µ1 = m1 + k1 (p1 − 2), µ2 = r2 and n1n2 < p1p2, that is q1q2 > r2 (m1 + k1 (p1 − 2)).
Let (u, v) = (A1ϕ (x) , A2) , where ϕ (x) satisfies (4). We choose

A1 =
1

2

(
A

q1
m1+k1(p1−2)

2 + (α2A
r2
2 )

1
q2

1

M1

)
, A2 = (α2M

q2
1 )
− m1+k1(p1−2)
q1q2−r2(m1+k1(p1−2)) .

Therefore, (u, v) is a global upper solution for problem (1), if A1 ≥ maxx∈Ω u0 (0) and
A2 ≥ maxx∈Ω v0 (0).

Case 2: Next, consider large initial values. We construct a blow-up lower solution and use the com-
parison principle. Let w(x) > 0 be a continuous function and w(x)|∂Ω = 0. We assume, that
0 ∈ Ω and w(0) > 0.

1. Let r1 ≥ m1 + k1(p1 − 2) and r2 ≥ m2 + k2(p2 − 2) and n1n2 < p1p2, hence q1q1 > r1r2.
The proof is similar to that in [1]. However, we give more details. In order to fulfill (13),
we require

γ2q1 > γ1 + 1, γ2q1 > γ1r1,

γ1q2 > γ2 + 1 > γ2r2.
(14)

We set λ = γ1/γ2, then by (14),

r2

q2
< λ <

q1

r1
, r2 − 1 <

1

γ2
< min {q1 − λ, λq2 − 1}.

If λ ≤ q1+1
q2+1 , then min {q1 − λ, λq2 − 1} = λq2 − 1. We assume, that

r2

q2
<
q1 + 1

q2 + 1
. (15)

Since q1q2 > r1r2, (15) holds or
r1

q1
<
q2 + 1

q1 + 1
. (16)

If (16) holds, we just exchange the roles of functions u and v in problem (1). Therefore, we
need to guarantee, that (15) holds.

To fulfill (14), we have to find a suitable λ from

r2

q2
< λ < min

{
q1 + 1

q2 + 1
,
q1

r1

}
.
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It is possible since r2
q2
< q1

r1
and α2 > 0, such that

0 < r2 − 1 <
1

γ2
< λq2 − 1.

Thus, (13) holds. Therefore, (u, v) is a lower solution of (1) for r1 ≥ m1 + k1(p1 − 2) and
r2 > m2 + k2(p2 − 2).

2. If r1 < m1 + k1(p1 − 2) and r2 ≥ m2 + k2(p2 − 2) and n1n2 < p1p2, hence
q1q2 > r2 (m1 + k1(p1 − 2)). Any solution of (1) is an upper solution to the following
homogeneous Dirichlet problem

∂u

∂t
≥ ∇

(
|x|n1 um1−1

∣∣∣∇uk1∣∣∣p1−2
∇u
)

+ vq1 − α1u
r1 − α1, x ∈ Ω, t > 0,

∂v

∂t
≥ ∇

(
|x|n2 vm2−1

∣∣∣∇vk2∣∣∣p2−2
∇v
)

+ uq2 − α2v
r2 , x ∈ Ω, t > 0.

(17)

Following q1q2 > r2 (m1 + k1(p1 − 2)), similarly to the above proof, one can see that (u, v)
is still a lower solution of (17) for appropriate u0 and v0. It means that (u, v) blows up.

The subcases (3) r1 ≥ m1 + k1(p1 − 2), r2 < m2 + k2(p2 − 2) and n1n2 < p1p2 and (4)
r1 < m1 + k1(p1 − 2), r2 < m2 + k2(p2 − 2) and n1n2 < p1p2 can be treated in a similar
way.

Proof of Theorem 3 is completed.

Conclusion

This paper considers the problem of a doubly nonlinear degenerate parabolic system with nonlinear
source and absorption terms with variable density. We extend existing results on the global existence
and blow-up of solutions to the case with variable density in the diffusion term. Since the global
existence and blow-up property of solutions allow us to predict or control the future of processes,
the obtained results are significant and contribute to a concise understanding of doubly nonlinear
degenerate parabolic problems. Future directions of research include investigating the problem in
wider settings and studying other qualitative properties of the solutions.
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In this paper, the initial value problem for a third-order partial differential equation with time delay within a
Hilbert space was analyzed. We establish a key theorem regarding the stability of this problem. Additionally,
we demonstrate how this stability theorem can be applied to the third-order partial differential equation
with time delay.
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Introduction

In physics, various problems give rise to third order partial differential equations (PDEs). In various
branches of engineering and science, such as applied mathematics, these problems have become a key
research area. Within the last 10 decades, interest towards nonlocal and local boundary value problems
(BVPs) for PDEs with space and time variables have increased significantly. Nonlocal and local BVPs
for third order PDEs have been investigated widely in a lot literature (for instance, see [1–3]).

One of the most frequently occurring phenomena in various engineering applications is time delay
(TD). A typical instance with regards to control theory can be seen in sampled-data control process.

Applications and theory of nonlinear and linear third-order differential and difference equations
comprising a delay term were investigated widely (for instance, see [4–11], and the included references).

Lastly, applications and theory of PDEs of the same order having delay operator term with respect
to the other operator term were studied for parabolic differential equations with delay term (for
example, see [12–18], and the included references).

However, the stability theory of third-order PDEs having a delay term is not well developed. In
this paper, our aim is to study the initial value problem (IVP) for the third order PDE having TD

d3y(s)
ds3

+B dy(s)
ds = cBy(s− z) + h(s), 0 < s <∞,

y(s) = k(s), −z ≤ s ≤ 0

(1)

in G, a Hilbert space, having self-adjoint positive definite operator (SAPDO) B, B ≥ λI, where λ > 0.
Here k(s) defined on [−z, 0] is the given abstract continuous function (ACF) with values in D(B), h(s)
defined on (0,∞) is the given ACF having values in G, and c ∈ R1.

The structure of the paper is as follows. In Section 1, we establish the main theorem on the stability
of problem (1). Section 2 presents theorems on stability estimates for the solutions of three problems
involving third-order PDEs. Finally, Section 3 provides the conclusion.
∗Corresponding author. E-mail: ibrahim.suleiman@neu.edu.tr
This research has been funded by the Science Committee of the Ministry of Science and Higher Education of the

Republic of Kazakhstan (Grant No. AP05131225).
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1 Main theorem on Stability

If conditions i, ii, iii below are met, then a function y(s) is considered a solution to problem (1):
i. y(s) is twice continuously differentiable over the interval [0,∞), with the derivative at s = 0

taken as the unilateral derivative.
ii. The derivative dy(s)

ds lies in D(B) for every s ∈ [0,∞), and the function B dy(s)
ds is continuous

throughout the interval [0,∞).
iii. y(s) satisfies the primary equation and the initial conditions described in (1).

Throughout this paper, let {E(s), s ≥ 0} be an operator function, where E(s) = cos(sB
1
2 ), and is

defined by the formula

E(s) =
eisB

1
2 + e−isB

1
2

2
. (2)

From the operator function T (s) = B−
1
2 sin(sB

1
2 ), where T (s) =

∫ s
0 E(p) dp, it follows that

T (s) = B−
1
2
eisB

1
2 − e−isB

1
2

2i
. (3)

We refer to [19] for the theory of cosine operator functions. We now present an important lemma
below.

Lemma 1.1. The estimates that follows holds for s ≥ 0:∥∥∥exp
{
±isB

1
2

}∥∥∥
G→G

≤ 1, ||E(s)||G→G ≤ 1,
∣∣∣∣∣∣B 1

2T (s)
∣∣∣∣∣∣
G→G

≤ 1. (4)

The proof of the lemma above depends on the spectral representation of unit SAPDO B.
Moreover, for all dx(s)

ds ∈ D(B) we can write

d3x(s)

ds3
+B

dx(s)

ds
=

(
d2

ds2
+B

)
d

ds
x(s).

Therefore, problem (1) be rewritten as the equivalent IVP
dy(s)

ds
= x(s),

d2x(s)

ds2
+Bx(s) = cBy(s− z) + h(s), 0 < s <∞,

y(s) = k(s),−z ≤ s ≤ 0

for the system of linear differential equations. Integrating these equations, we can write
y(s) = y(0) +

∫ s
0 x(r)dr,

x(s) = E (s)x (0) + T (s)x′ (0) +
∫ s

0 T (s− r) [cBk(r − z) + h(r)] dr

for all s ∈ [0, z] and
y(s) = y(mz) +

∫ s
mz x(r)dr,

x(s) = E (s−mz)x (mz) + T (s−mz)x′ (mz) +
∫ s
mz T (s− r) [cBy(r − z) + h(r)] dr

for all s ∈ [mz, (m+ 1) z] , m = 1, 2, . . .
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Applying (2) and (3), we can write∫ s

0
T (r)drx = −B−1 (E (s)− I)x.

From that and equation
dy(s)

ds
= x(s) it follows x (mz) = y′ (mz) , x′ (mz) = y′′ (mz) and

y(s) =



y (0) + T (s) y′ (0)−B−1 (E (s)− I) y′′ (0) +

+
∫ s

0 B
−1 (I − E (s− r)) [cBk(r − z) + h(r)] dr, s ∈ [0, z] ,

y(mz) + T (s−mz) y′ (mz)−B−1 (E (s−mz)− I) y′′ (mz) +

+
∫ s
mz B

−1 (I − E (s− r)) [cBy(r − z) + h(r)] dr, s ∈ [mz, (m+ 1) z] , m = 1, . . .

(5)

The main theorem is formulated below.

Theorem 1. Assume that k(s) be a twice continuously differentiable function and k0(s) ∈ D(B(3)/2),
k1(s) ∈ D(B(2)/2), k2(s) ∈ D(B(1)/2). Then the following estimates hold for the solution of problem (1):

max
0≤s≤z

∥∥∥∥B 1
2
d2y(s)

ds2

∥∥∥∥
G

, max
0≤s≤z

∥∥∥∥Bdy(s)

ds

∥∥∥∥
G

,
1

2
max

0≤s≤z

∥∥∥B 3
2 y(s)

∥∥∥
G

(6)

≤ (2 + |c| z) a0 +

∫ z

0

∥∥∥B 1
2h(r)

∥∥∥
G
dr,

a0 = max

{
max
−z≤s≤0

∥∥∥∥B 1
2
d2k(s)

ds2

∥∥∥∥
G

, max
−z≤s≤0

∥∥∥∥Bdk(s)

ds

∥∥∥∥
G

, max
−z≤s≤0

∥∥∥B 3
2k(s)

∥∥∥
G

}
,

max
mz≤s≤(m+1)z

∥∥∥∥B 1
2
d2y(s)

ds2

∥∥∥∥
G

, max
mz≤s≤(m+1)z

∥∥∥∥Bdy(s)

ds

∥∥∥∥
G

,
1

2
max

mz≤s≤(m+1)z

∥∥∥B 3
2 y(s)

∥∥∥
G

(7)

≤ (2 + |c| z) am +
m+1∑
j=1

∫ jz

(j−1)z

∥∥∥B 1
2h(r)

∥∥∥
G
dr,

am = max

{
max

(m−1)z≤s≤mz

∥∥∥∥B 1
2
d2y(s)

ds2

∥∥∥∥
G

, max
(m−1)z≤s≤mz

∥∥∥∥Bdy(s)

ds

∥∥∥∥
G

, max
(m−1)z≤s≤mz

∥∥∥B 3
2 y(s)

∥∥∥
G

}
,

m = 1, 2, . . .

Proof. Let s ∈ [0, z]. Then, applying (5), we get

y(s) = k (0) + T (s) k′ (0)−B−1 (E (s)− I) k′′ (0)

+

∫ s

0
B−1 (I − E (s− r)) [cBk(r − z) + h(r)] dr,

B
dy(s)

ds
= E (s)Bk′ (0) + T (s)Bk′′ (0)

+

∫ s

0
BT (s− r) [cBk(r − z) + h(r)] dr,

B
1
2
d2y(s)

ds2
= −B

1
2T (s)Bk′ (0) + E (s)B

1
2k′′ (0)
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+

∫ s

0
B

1
2E (s− r) [cBk(r − z) + h(r)] dr.

Using these formulas, estimates (4) and the triangle inequality, we get∥∥∥B 3
2 y(s)

∥∥∥
G
≤
∥∥∥B 3

2k(0)
∥∥∥
G

+
∥∥Bk′ (0)

∥∥
G

+ 2
∥∥∥B 1

2k′′ (0)
∥∥∥
G

+2 |c| z max
−z≤s≤0

∥∥∥B 3
2k(s)

∥∥∥
G

+ 2

∫ s

0

∥∥∥B 1
2h(r)

∥∥∥
G
dr

≤ 2 (2 + |c| z) a0 + 2

∫ z

0

∥∥∥B 1
2h(r)

∥∥∥
G
dr,∥∥∥∥Bdy(s)

ds

∥∥∥∥
G

≤
∥∥Bk′ (0)

∥∥
G

+
∥∥∥B 1

2k′′ (0)
∥∥∥
G

+ |c| z max
−z≤s≤0

∥∥∥B 3
2k(s)

∥∥∥
G

+

∫ s

0

∥∥∥B 1
2h(r)

∥∥∥
G
dr

≤ (2 + |c| z) a0 +

∫ z

0

∥∥∥B 1
2h(r)

∥∥∥
G
dr,∥∥∥∥B 1

2
d2y(s)

ds2

∥∥∥∥
G

≤
∥∥∥B 1

2k′′ (0)
∥∥∥
G

+ |c| z max
−z≤s≤0

∥∥∥B 3
2k(s)

∥∥∥
G

+

∫ s

0

∥∥∥B 1
2h(r)

∥∥∥
G
dr

≤ (2 + |c| z) a0 +

∫ z

0

∥∥∥B 1
2h(r)

∥∥∥
G
dr

for s ∈ [0, z]. From that estimate (6) follows. Let s ∈ [mz, (m+ 1) z], m = 1, 2, . . . Then, applying (5),
we get

y(s) = y(mz) + T (s−mz) y′ (mz)−B−1 (D (s−mz)− I) y′′ (mz)

+

∫ s

mz
B−1 (I −D (s− r)) [cBy(r − z) + h(r)] dr,

B
dy(s)

ds
= D (s−mz)By′ (mz) + T (s−mz)By′′ (mz)

+

∫ s

mz
BT (s− r) [cBy(r − z) + h(r)] dr,

B
1
2
d2y(s)

ds2
= −B

1
2T (s−mz)By′ (mz) +D (s−mz)B

1
2 y′′ (mz)

+

∫ s

mz
B

1
2D (s− r) [cBy(r − z) + h(r)] dr.

Using these formulas, estimates (4) and the triangle inequality, we get∥∥∥B 3
2 y(s)

∥∥∥
G
≤
∥∥∥B 3

2 y(mz)
∥∥∥
G

+
∥∥By′ (mz)∥∥

G
+ 2

∥∥∥B 1
2 y′′ (mz)

∥∥∥
G

+2 |c| z max
(m−1)z≤s≤mz

∥∥∥B 3
2 y(s)

∥∥∥
G

+ 2
m+1∑
j=1

∫ jz

(j−1)z

∥∥∥B 1
2h(r)

∥∥∥
G
dr
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≤ 2 (2 + |c| z) am + 2
m+1∑
j=1

∫ jz

(j−1)z

∥∥∥B 1
2h(r)

∥∥∥
G
dr

∥∥∥∥Bdy(s)

ds

∥∥∥∥
G

≤
∥∥By′ (mz)∥∥

G
+
∥∥∥B 1

2 y′′ (mz)
∥∥∥
G

+ |c| z max
(m−1)z≤s≤mz

∥∥∥B 3
2 y(s)

∥∥∥
G

+

m+1∑
j=1

∫ jz

(j−1)z

∥∥∥B 1
2h(r)

∥∥∥
G
dr

≤ (2 + |c| z) am +
m+1∑
j=1

∫ jz

(j−1)z

∥∥∥B 1
2h(r)

∥∥∥
G
dr

∥∥∥∥B 1
2
d2y(s)

ds2

∥∥∥∥
G

≤
∥∥By′ (mz)∥∥

G
+
∥∥∥B 1

2 y′′ (mz)
∥∥∥
G

+ |c| z max
(m−1)z≤s≤mz

∥∥∥B 3
2 y(s)

∥∥∥
G

+

m+1∑
j=1

∫ jz

(j−1)z

∥∥∥B 1
2h(r)

∥∥∥
G
dr

≤ (2 + |c| z) am +
m+1∑
j=1

∫ jz

(j−1)z

∥∥∥B 1
2h(r)

∥∥∥
G
dr

for s ∈ [mz, (m+ 1) z], m = 1, 2, . . . Estimate (7) follows from it. Theorem 1 is proved.

According to Theorem 1, the following stability estimate holds for the solution of problem (1):

max
0≤s≤(m+1)z

∥∥∥∥B 1
2
d2y(s)

ds2

∥∥∥∥
G

, max
0≤s≤(m+1)z

∥∥∥∥Bdy(s)

ds

∥∥∥∥
G

,
1

2
max

0≤s≤(m+1)z

∥∥∥B 3
2 y(s)

∥∥∥
G

≤ (2 + |c| z)m a0 +

m∑
j=1

(2 + |c| z)m−j
∫ jz

(j−1)z

∥∥∥B 1
2h(r)

∥∥∥
G
dr.

.

2 Applications

The applications of Theorem 1 are considered in this section.
First, the initial nonlocal BVP for the third order PDE with TD
∂3x(s,u)
∂s3

− (b(u)xsu(s, u))u + ρxs(s, u) = c (− (b(u)xu(s− z, u))u + ρx(s− z, u)) + h(s, u),

0 < s <∞, 0 < u < 1,

x(s, u) = k(s, u), −z ≤ s ≤ 0, 0 ≤ u ≤ 1,

x(s, 0) = x(s, 1), xu(s, 0) = xu(s, 1), 0 ≤ s <∞

(8)

is considered. Problem (8) has a unique solution x(s, u), under compatibility conditions, for the smooth
functions b(u) ≥ b > 0, u ∈ (0, 1), ρ > 0, b(1) = b(0), k(s, u) −z ≤ s ≤ 0, 0 ≤ u ≤ 1, h(s, u),
0 < s <∞, 0 < u < 1, and c ∈ R1. This allows us to reduce the BVP (8) to the IVP (1) in a Hilbert
space G = L2[0, 1] with a SAPDO Bu defined by the formula:

Bux(u) = −(b(u)xu)u + ρx

28 Bulletin of the Karaganda University



On the stability of ...

with domain

D(Bu) = {x(u) : x(u), xu(u), (b(u)xu)u ∈ L2[0, 1], x(1) = x(0), xu(1) = xu(0)} .

By utilizing the symmetry property of the spatial operator Bu, domain of which is D(Bu) ⊂W 2
2 [0, 1],

and incorporating the estimates from Theorem 1, the following theorem concerning the stability of
problem (8) is obtained.

Theorem 2. The solutions to problem (8) satisfy the stability estimates that follow:

max
0≤s≤mz

∥∥∥∥d2y(s, ·)
ds2

∥∥∥∥
W 1

2 [0,1]

, max
0≤s≤mz

∥∥∥∥dy(s, ·)
ds

∥∥∥∥
W 2

2 [0,1]

,
1

2
max

0≤s≤mz
‖y(s, ·)‖W 3

2 [0,1]

≤M1

(2 + |c|z)m a0 +

m∑
j=1

(2 + |c|z)m−j
jz∫

(j−1)z

∥∥∥B 1
2h(r, ·)

∥∥∥
L2[0,1]

dr

 ,
a0 = max

{
max
−z≤s≤0

∥∥∥∥d2k(s, ·)
ds2

∥∥∥∥
W 1

2 [0,1]

, max
−z≤s≤0

∥∥∥∥dk(s, ·)
ds

∥∥∥∥
W 2

2 [0,1]

, max
−z≤s≤0

‖k(s, ·)‖W 3
2 [0,1]

}
,

where M1 does not depend on k(s, u) and h(s, u).

In this context,W 1
2 [0, 1], W 2

2 [0, 1] andW 3
2 [0, 1] are Sobolev spaces consisting of all square integrable

functions φ(u) defined on the interval [0, 1], endowed with the following norm:

‖φ‖
W ζ

2 [0,1]
=

 1∫
0

ζ∑
j=0

(
φ(j)(u)

)2
du


1
2

, ζ = 1, 2, 3.

Next, let Ω represent the unit open cube in the n-dimensional Euclidean space Rn, where
u = (u1, . . . , un) and 0 < uζ < 1 for ζ = 1, . . . , n. The boundary of this domain is denoted by P ,
and we define Ω = Ω∪P . Within the domain [0,∞)×Ω, we consider the initial BVP for a third-order
multi-dimensional PDE with a TD, subject to Dirichlet boundary conditions.

∂3x(s,u)
∂s3

−
n∑
t=1

(bt(u)xsut(s, u))ut = −c
n∑
t=1

(bt(u)xut(s− z, u))ut ,

0 < s <∞, u ∈ Ω,

x(s, u) = k(s, u), −z ≤ s ≤ 0, u ∈ Ω,

x(s, u) = 0, u ∈ P, 0 ≤ s <∞

(9)

is considered. Here bt(u) ≥ b > 0, (u ∈ Ω), k(s, u), −z ≤ s ≤ 0, u ∈ Ω, h(s, u), 0 < s <∞, u ∈ Ω are
given smooth functions, and c ∈ R1.

We consider the Hilbert space L2(Ω) of all square integrable functions defined on Ω, equipped with
the norm

‖ h ‖L2(Ω)=

 ∫
u∈Ω

|h(u)|2du1 · · · dun


1
2

.

Problem (9) has a unique solution x(s, u), under compatibility conditions, for the smooth functions
b(u) ≥ b > 0, u ∈ Ω, ρ > 0, k(s, u), −z ≤ s ≤ 0, u ∈ Ω, h(s, u), 0 < s <∞, u ∈ Ω, and c ∈ R1. With

Mathematics series. No. 1(117)/2025 29



A. Ashyralyev et al.

this problem (9) can be reduced to the IVP (1) in the Hilbert space G = L2(Ω) with a SAPDO Bu

defined by the formula

Bux(u) = −
n∑
t=1

(bt(u)xut)ut (10)

with domain

D(Bu) = {x(u) : x(u), xut(u), (bt(u)xut)ut ∈ L2(Ω), 1 ≤ t ≤ n, x(u) = 0, u ∈ P} .

As a result, we can establish the following theorem concerning the stability of problem (9).
Theorem 3. The following stability estimates are derived for the solutions of problem (9):

max
0≤s≤mz

∥∥∥∥d2y(s, ·)
ds2

∥∥∥∥
W 1

2 (Ω)

, max
0≤s≤mz

∥∥∥∥dy(s, ·)
ds

∥∥∥∥
W 2

2 (Ω)

,
1

2
max

0≤s≤mz
‖y(s, ·)‖W 3

2 (Ω)

≤M2

(2 + |c| z)n b0 +

m∑
j=1

(2 + |c| z)m−j
∫ jz

(j−1)ω

∥∥∥B 1
2h(s, ·)

∥∥∥
L2(Ω)

ds

 ,
b0 = max

{
max
−z≤s≤0

∥∥∥∥d2k(s, ·)
ds2

∥∥∥∥
W 1

2 (Ω)

, max
−z≤s≤0

∥∥∥∥dk(s, ·)
ds

∥∥∥∥
W 2

2 (Ω)

, max
−z≤s≤0

‖k(s, ·)‖W 3
2 (Ω)

}
,

where M2 does not depend on k(s, u) and h(s, u). Here, W 1
2 (Ω),W 2

2 (Ω) and W 3
2 (Ω) are Sobolev spaces

of all square integrable functions φ(u) defined on Ω, equipped with the norm

‖φ‖
W ζ

2 (Ω)
=

∫ · · · ∫
u∈Ω

ζ∑
j=0

n∑
t=1

φut · · · ut︸ ︷︷ ︸
j times

(u)

2

du1 · · · dun


1
2

.

The proof of Theorem 3 is based on Theorem 1 and the symmetry property of the operator Bu

defined by formula (10) and the following theorem on the coercivity inequality for the solution of the
elliptic differential problem in L2(Ω).

Theorem 4. For the solution of the elliptic differential problem [10]:{
Bux(u) = µ(u), u ∈ Ω,

x(u) = 0, u ∈ P,

the following coercivity inequality holds:
m∑
t=1

‖xutut‖L2(Ω) ≤M3‖µ‖L2(Ω).

Here, M3 does not depend on µ(u).

Third, in [0,∞) × Ω, the BVP for the multi-dimensional Schrödinger equation with TD and
Neumann boundary condition is considered:



∂3x(s,u)
∂s3

−
m∑
t=1

(bt(u)xsut(s, u))ut + ρxs(s, u) = c

(
−

m∑
t=1

(bt(u)xut(s− z, u))ut + ρx(s− z, u)

)
,

0 < s <∞, u ∈ Ω,

x(s, u) = k(s, u),−z ≤ s ≤ 0, u ∈ Ω,
∂x(s,u)
∂ ~m = 0, u ∈ P, 0 ≤ s <∞.

(11)
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Here, ~m is the normal vector to P , bt(u) ≥ b > 0, (u ∈ Ω), k(s, u), −z ≤ s ≤ 0, 0 ≤ u ≤ 1 and
h(s, u), 0 < s <∞, 0 < u < 1 are given smooth functions, and c ∈ R1.

Problem (11) has a unique solution x(s, u), under compatibility conditions, for the smooth functions
ϕ(u) and bt(u). This enables us to simplify problem (11) into the IVP in the Hilbert space G = L2(Ω)
with a SAPDO Bu, defined by the following expression:

Bux(u) = −
m∑
t=1

(bt(u)xut)ut + ρx

having domain:

D(Bu) =

{
x(u) : x(u), xut(u), (bt(u)xut)ut ∈ L2(Ω), 1 ≤ t ≤ m, ∂x(u)

∂ ~m
= 0, u ∈ P

}
.

Therefore, estimates of Theorem 1 with G = L2(Ω) allow us to state the following theorem on
stability of problem (11).

Theorem 5. The following stability estimates hold for the solutions of problem (11):

max
0≤s≤mz

∥∥∥∥d2y(s, ·)
ds2

∥∥∥∥
W 1

2 (Ω)

, max
0≤s≤mz

∥∥∥∥dy(s, ·)
ds

∥∥∥∥
W 2

2 (Ω)

,
1

2
max

0≤s≤mz
‖y(s, ·)‖W 3

2 (Ω)

≤M4

(2 + |c| z)m b0 +
m∑
j=1

(2 + |c| z)m−j
∫ jz

(j−1)z

∥∥∥B 1
2h(r, ·)

∥∥∥
L2(Ω)

dr

 ,
b0 = max

{
max
−z≤s≤0

∥∥∥∥d2k(s, ·)
ds2

∥∥∥∥
W 1

2 (Ω)

, max
−z≤s≤0

∥∥∥∥dk(s, ·)
ds

∥∥∥∥
W 2

2 (Ω)

, max
−z≤s≤0

‖k(s, ·)‖W 3
2 (Ω)

}
,

where M4 does not depend on ϕ(u).

The proof of Theorem 5 is based on the stability estimates from Theorem 1, where G = L2(Ω),
as well as the symmetry property of the operator Bu defined in formula (11) together with the next
theorem regarding the coercivity inequality for the solution of the elliptic differential problem in L2(Ω).

Theorem 6. For the solution of the elliptic differential problem [20],{
Bux(u) = µ(u), u ∈ Ω,
∂x(u)
∂ ~m = 0, u ∈ P,

the coercivity inequality that follows holds:

m∑
t=1

‖xutut‖L2(Ω) ≤M5‖µ‖L2(Ω).

Here, M5 is independent of µ(u).

3 Conclusion

In this paper, we examine the IVP for a third-order PDE with TD in a Hilbert space. We establish
a key theorem concerning the stability of this problem and demonstrate its applications. Additionally,
some of the results discussed here, albeit without proofs, were previously published in [21].
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Using this method, we can investigate the IVP for the nonlinear third order PDE with TD
d3y(s)
ds3

+B dy(s)
ds = h(s, y(s− z)), 0 < s <∞,

y(s) = k(s), −z ≤ s ≤ 0

in G, a Hilbert space, having SAPDO B, B ≥ λI, where λ > 0. Here k(s) defined on [−z, 0] is the
given ACF with values in D(B).
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Numerical-analytical method for solving initial-boundary value
problem for loaded parabolic equation
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An initial-boundary value problem for a loaded parabolic equation in a rectangular domain was considered.
By discretization with respect to a spatial variable, the problem under study is reduced to the initial
problem for a system of loaded ordinary differential equations. Based on the previously obtained results of
Dzhumabaev and Assanova, an estimate for the solution of the original initial-boundary value problem for
a loaded parabolic equation was established. An auxiliary initial problem for a system of loaded ordinary
differential equations is solved by the Dzhumabaev parameterization method. Conditions of the unique
solvability of the considering problem are obtained and algorithms for finding a solution are constructed.
The results are illustrated with a numerical example.
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Introduction

The parabolic partial differential equations play a very important role in many branches of science
and engineering. Applied problems involving boundary value problems for parabolic equations include:
thermal analysis in engineering, groundwater flow, climate modeling, biological processes, chemical
reactions, environmental engineering, material science and financial engineering [1–5].

Loaded parabolic equations are a type of parabolic partial differential equations that include ad-
ditional terms or conditions representing external influences or interactions, which can vary over time
and space. These “loads” can be functions or integrals that are added to the standard parabolic equa-
tion. Loaded parabolic equations often arise in various physical and engineering applications where
external sources, sinks, or other dynamic interactions need to be modeled [6]. These equations are used
to model more complex systems where simple diffusion or heat conduction is modified by additional
processes such as external forces, reaction terms, or other dynamic effects. For information on various
boundary value problems for loaded parabolic differential equations, refer to works [7–11].

A boundary value problem for a linear parabolic equation without loading was considered in works
[12, 13]. Using the polygonal method, estimates of the solution and their derivatives were obtained in
terms of the equation coefficients and boundary conditions [12]. Coefficient estimates of solutions and
the first derivative with respect to x of a linear boundary value problem for a parabolic equation with
one spatial variable were obtained [13].
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The numerical research of boundary value problems for a parabolic equations with and without
loading are of great interest due to their broad range of applications. Several methods for solving these
problems have been developed [14–18].

This work is aimed at development of methods for solving the initial-boundary value problem for
parabolic equation, proposed in [12, 13] to the initial-boundary value problem for a loaded parabolic
equation of the following form

∂u

∂t
= p(t, x)

∂2u

∂x2
+ q(t, x)u(t, x) +

m+1∑
j=1

kj(t, x)u(ξj , x) + f(t, x), (t, x) ∈ Ω = (0, T )× (0, ω), (1)

u(0, x) = ϕ(x), x ∈ [0, ω], (2)

u(t, 0) = ψ0(t), u(t, ω) = ψ1(t), t ∈ [0, T ], (3)

where functions p(t, x) > 0, q(t, x) ≤ 0, m ∈ N, kj(t, x), j = 1,m+ 1, f(t, x) are continuous with
respect to t and Holder continuous with respect to x; functions ϕ(x), ψ0(t), ψ1(t) are sufficiently
smooth and ψ0(0) = ϕ(0), ψ1(0) = ϕ(ω) matching conditions are performed.

A solution to problem (1)–(3) is a function u(t, x), continuous on Ω̄ = [0, T ]× [0, ω] that has con-
tinuous first-order partial derivatives with respect to t and continuous second-order partial derivatives
with respect to x. It satisfies the loaded differential equation (1) and boundary conditions (2), (3).

By discretizing with respect to the spatial variable x, problem (1)–(3) transforms to a problem for
systems of loaded ordinary differential equations. An auxiliary problem for a system of loaded ordinary
differential equations will be investigated. Based on the properties of solutions to the auxiliary prob-
lem, estimates for the solution of the original initial-boundary value problem for the loaded parabolic
equation will be established. In this case, the approach proposed in works [12, 13] will be used. A
numerical method for solving the initial problem for systems of loaded ordinary differential equations
is also proposed. A numerical implementation of the algorithm for the initial-boundary value problem
for a loaded parabolic equation is presented. The error between the exact solution of the problem
under consideration and its numerical discrete solution has been established.

1 Problem formulation

We take ∀τ and produce a discretization by variable x: xi = iτ, i = 0, N , Nτ = ω.
We present the following notations: ui(t) = u(t, iτ), pi(t) = p(t, iτ), qi(t) = q(t, iτ), kij(t) = kj(t, iτ),

j = 1,m, fi(t) = f(t, iτ), ϕi = ϕ(iτ), i = 0, N .
Using these notations, the problem (1)–(3) is transformed into the following problem

dui
dt

= pi(t)
ui+1 − 2ui + ui−1

τ2
+ qi(t)ui +

m+1∑
j=1

kij(t)ui(ξj) + fi(t), i = 1, N − 1, (4)

ui(0) = ϕi, i = 1, N − 1, (5)

u0(0) = ϕ0, uN (0) = ϕN , u0(t) = ψ0(t), uN (t) = ψ1(t), t ∈ [0, T ]. (6)

Here from relation (6) it is clear that functions u0(t) and uN (t) are known.
Due to the linearity of the system for ∀τ > 0 there is a unique solution to problem (4)–(6) defined

on [0, T ]:
{
u1(t), u2(t), . . . , uN−1(t)

}
. Relating the functions ui+1, ui−1 to the right side of each i-th
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equation of system (4), we apply the estimate from work [19]

‖ui‖ = max
t∈[0,T ]

{|ui(t)|} ≤ max

{
|ϕi|,

1

2

∥∥∥∥∥∥ ui−1(t)

1 + |qi(t)|τ2
2pi(t)

∥∥∥∥∥∥+
1

2

∥∥∥∥∥∥ ui+1(t)

1 + |qi(t)|τ2
2pi(t)

∥∥∥∥∥∥
+

1

2

∥∥∥∥∥∥ fi(t)

pi(t)
[
1 + |qi(t)|τ2

2pi(t)

]
∥∥∥∥∥∥ τ2 +

1

2

∥∥∥∥∥∥∥∥∥
m+1∑
j=1

kij(t)ui(ξj)

pi(t)
[
1 + |qi(t)|τ2

2pi(t)

]
∥∥∥∥∥∥∥∥∥ τ

2

}

≤ max

{
|ϕi|,

1

2
‖ui−1‖+

1

2
‖ui+1‖+

1

2
max
t∈[0,T ]

∥∥∥∥fi(t)pi(t)

∥∥∥∥ τ2 +
1

2
max
t∈[0,T ]

∥∥∥∥∥∥∥∥∥
m+1∑
j=1

kij(t)ui(ξj)

pi(t)

∥∥∥∥∥∥∥∥∥ τ
2

}
.

From here it is easy to obtain the following inequality

ηi ≤
1

2
ηi−1 +

1

2
ηi+1 +

1

2
max
t∈[0,T ]

∥∥∥∥fi(t)pi(t)

∥∥∥∥ τ2 +
1

2
max
t∈[0,T ]

m+1∑
j=1

∥∥∥∥∥kij(t)pi(t)

∥∥∥∥∥ · ‖ui‖ τ2, i = 1, N − 1, (7)

where ηi = max
{
ϕ̂, ‖ui‖

}
, ϕ̂ = max

i=1,N
{|ϕi|}.

Similarly to [12,13], using the sweep down and up from (7), we get

ηi ≤
N − i
N

η0 +
i

N
ηN +

N − i
N

i∑
l=1

max
t∈[0,T ]

∥∥∥∥l fl(t)pl(t)

∥∥∥∥ τ2 +
i

N

N−1∑
l=i+1

max
t∈[0,T ]

∥∥∥∥(N − l)fl(t)
pl(t)

∥∥∥∥ τ2

+
N − i
N

i∑
l=1

m+1∑
j=1

max
t∈[0,T ]

∥∥∥∥∥l klj(t)pl(t)

∥∥∥∥∥ τ2 · ηi +
i

N

N−1∑
l=i+1

m+1∑
j=1

max
t∈[0,T ]

∥∥∥∥∥(N − l)
klj(t)

pl(t)

∥∥∥∥∥ τ2 · ηi.

Considering that ‖ui‖ ≤ ηi, we set

‖ui‖ ≤
N − i
N

max{ϕ̂, ‖ψ0‖}+
i

N
max{ϕ̂, ‖ψ1‖}+

N − i
N

i∑
l=1

max
t∈[0,T ]

∥∥∥∥l fl(t)pl(t)

∥∥∥∥ τ2

+
i

N

N−1∑
l=i+1

max
t∈[0,T ]

∥∥∥∥(N − l)fl(t)
pl(t)

∥∥∥∥ τ2 + Θi‖ui‖, (8)

where Θi = N−i
N

i∑
l=1

m+1∑
j=1

max
t∈[0,T ]

∥∥∥∥l klj(t)

pl(t)

∥∥∥∥ τ2 + i
N

N−1∑
l=i+1

m+1∑
j=1

max
t∈[0,T ]

∥∥∥∥(N − l)k
l
j(t)

pl(t)

∥∥∥∥ τ2 < 1.

Then

‖ui‖ ≤
1

1−Θi

{
N − i
N

max{ϕ, ‖ψ0‖}+
i

N
max{ϕ, ‖ψ1‖}

+
N − i
N

i∑
l=1

max
t∈[0,T ]

∥∥∥∥l fl(t)pl(t)

∥∥∥∥ τ2 +
i

N

N−1∑
l=i+1

max
t∈[0,T ]

∥∥∥∥(N − l)fl(t)
pl(t)

∥∥∥∥ τ2

}
.

From inequality (8), reasoning in the same way as in [13] and [19], we obtain the validity of the following
statement:
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Theorem 1. Let
a) the assumptions with respect to the data of problem (1)–(3) be fulfilled;

b) the inequality Θ(x) = ω−x
ω

x∫
0

z
m+1∑
j=1

max
t∈[0,T ]

∥∥∥kj(t,z)
p(t,z)

∥∥∥ dz + x
ω

ω∫
x

(ω − z)
m+1∑
j=1

max
t∈[0,T ]

∥∥∥kj(t,z)
p(t,z)

∥∥∥ dz < 1 be

valid for all x ∈ [0, ω].
Then the problem (1)–(3) has a unique classical solution u∗(t, x), and for it the following inequality

holds:

max
t∈[0,T ]

|u∗(t, x)| ≤ ω − x
ω[1−Θ(x)]

max
{

max
x∈[0,ω]

|ϕ(x)|, max
t∈[0,T ]

|ψ0(t)|
}

+
x

ω[1−Θ(x)]
max

{
max
x∈[0,ω]

|ϕ(x)|, max
t∈[0,T ]

|ψ1(t)|
}

+
ω − x

ω[1−Θ(x)]

x∫
0

z max
t∈[0,T ]

∥∥∥∥f(t, z)

p(t, z)

∥∥∥∥ dz +
x

ω[1−Θ(x)]

ω∫
x

(ω − z) max
t∈[0,T ]

∥∥∥∥f(t, z)

p(t, z)

∥∥∥∥ dz.
The proof of Theorem 1, with minor modifications, follows the same principles as the proof of

Theorem in [13].
Thus, we have established an estimate for the solution of the original initial-boundary value problem

of the loaded parabolic equation (1)–(3).
Substituting u0(t) and uN (t) into the system of loaded equations (4), the discretized problem

(4)–(6) can be written in the following matrix-vector form

dũ

dt
= A(t)ũ+

m+1∑
j=1

Kj(t)ũ(ξj) + F(t), ũ ∈ RN−1, t ∈ [0, T ), (9)

ũ(0) = Φ, Φ ∈ RN−1, (10)

where ũ(t) =
(
u1(t), u2(t), . . . , uN−1(t)

)
is unknown function, the (N − 1) × (N − 1) matrices A(t),

Kj(t), j = 1,m+ 1, and (N − 1) vector-function F(t) are continuous on [0, T ], 0 = ξ0 < ξ1 < . . . <
ξm < ξm+1 = T . Here

A(t) =


−2p1(t)

τ2
+ q1(t) p1(t)

τ2
0 . . . 0

p2(t)
τ2

−2p2(t)
τ2

+ q2(t) p2(t)
τ2

. . . 0

0 p3(t)
τ2

−2p3(t)
τ2

+ q3(t) . . . 0

. . . . . . . . .
. . . . . .

0 0 0 . . . −2pN−1(t)
τ2

+ qN−1(t)

 ,

Kj(t) =


k1
j (t) 0 0 . . . 0

0 k2
j (t) 0 . . . 0

0 0 k3
j (t) . . . 0

. . . . . . . . .
. . . . . .

0 0 0 . . . kN−1
j (t)

 , j = 1,m+ 1,

F(t) =



p1(t)
τ2

ψ0(t) + f1(t)
f2(t)
f3(t)
...

pN−1(t)
τ2

ψ1(t) + fN−1(t)

 , Φ =


ϕ1

ϕ2

ϕ3
...

ϕN−1

 .
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A solution to problem (9), (10) is a vector function ũ(t), which is continuous on [0, T ] and con-
tinuously differentiable on (0, T ). This function satisfies the loaded differential equation (9) and the
condition (10).

2 Solving problem (9), (10) by using the parameterization method

We will use the approach proposed in [20–24] to solve the initial value problem for loaded differential
equations (9), (10). This approach relies on the algorithms of the Dzhumabaev parametrization method
[19,25] and numerical methods. The implementation and efficiency of this method for finding analytical
and numerical solutions to boundary value problems for various differential equations are shown in
[26–32].

The interval [0, T ] is partitioned into subintervals by loading points: [0, T ) =
m+1⋃
s=1

[ξs−1, ξs).

Define the space C([0, T ], ξs,R(N−1)(m+1)) consisting of system functions ũ[t] = (ũ1(t), ũ2(t), . . . ,
ũm+1(t)), where each ũs : [ξs−1, ξs)→ RN−1 is continuous on [ξs−1, ξs) and has finite left-sided limits

lim
t→ξs−0

ũs(t) for all s = 1,m+ 1. The norm on this space is defined as ||ũ[·]||2 = max
s=1,m+1

sup
t∈[ξs−1,ξs)

||ũs(t)||.

The restriction of the function ũ(t) to the interval [ξs−1, ξs) is denoted by ũs(t), meaning
ũs(t) = ũ(t) for t ∈ [ξs−1, ξs), s = 1,m+ 1. We introduce additional parameters µs = ũs+1(ξs),
s = 1,m, µm+1 = ũ(ξm+1). By making the substitution ũ1(t) = v1(t) + Φ on [ξ0, ξ1) and
ũs(t) = vs(t) + µs−1 on each interval [ξs−1, ξs), s = 2,m+ 1, we obtain multi-point initial value
problem with parameters

dv1

dt
= A(t)(v1 + Φ) +

m+1∑
j=1

Kj(t)µj + F(t), t ∈ [ξ0, ξ1), (11)

dvs
dt

= A(t)(vs + µs−1) +
m+1∑
j=1

Kj(t)µj + F(t), t ∈ [ξs−1, ξs), s = 2,m+ 1, (12)

vs(ξs−1) = 0, s = 1,m+ 1, (13)

Φ + lim
t→ξ1−0

v1(t) = µ1, (14)

µs−1 + lim
t→ξs−0

vs(t) = µs, s = 2,m+ 1. (15)

A pair (v∗[t], µ∗), where the elements are v∗[t] =
(
v∗1(t), v∗2(t), . . . , v∗m+1(t)

)
∈ C([0, T ], ξs, R

(N−1)(m+1)),

µ∗ = (µ∗1, µ
∗
2, . . . , µ

∗
m+1) ∈ R(N−1)(m+1), is said to be a solution to problem (11)–(15) if the functions

v∗s(t), s = 1,m+ 1, are continuously differentiable on [ξs−1, ξs) and satisfy (11), (12) and additional
conditions (14), (15) with µj = µ∗j , j = 1,m+ 1, and initial conditions (13).

Problems (9), (10) and (11)–(15) are equivalent. If the ũ∗(t) is a solution of problem (9), (10),
then the pair (v∗[t], µ∗), where v∗[t] =

(
ũ∗(t) − Φ, ũ∗(t) − ũ∗(ξ1), . . . , ũ∗(t) − ũ∗(ξm)

)
, and µ∗ =(

ũ∗(ξ1), ũ∗(ξ2), . . . , ũ∗(ξm), ũ∗(ξm+1)
)
, is a solution to problem (11)–(15). Conversely, if the pair

(ṽ[t], µ̃) with elements ṽ[t] =
(
ṽ1(t), ṽ2(t), . . . , ṽm+1(t)

)
∈ C([0, T ], ξs, R

(N−1)(m+1)),
µ̃ = (µ̃1, µ̃2, . . . , µ̃m+1) ∈ R(N−1)(m+1) is a solution to problem (11)–(15), then the function ˜̃u(t)
defined by the equalities ˜̃u(t) = ṽ1(t) + Φ, t ∈ [ξ0, ξ1), ˜̃u(t) = ṽs(t) + µ̃s−1, t ∈ [ξs−1, ξs), s = 2,m+ 1,
and ˜̃u(T ) = µ̃m+1, will be the solution of the original problem (9), (10).
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By employing the fundamental matrix Xs(t) of differential equation
dũ

dt
= A(t)ũ on [ξs−1, ξs],

s = 1,m+ 1, we transform the solution of an initial value problem for a differential equations with
parameters (11)–(13) into an equivalent system of integral equations:

v1(t) = X1(t)

t∫
ξ0

X−1
1 (η)A(η)dη · Φ + X1(t)

t∫
ξ0

X−1
1 (η)

m+1∑
j=1

Kj(η)dηµj

+ X1(t)

t∫
ξ0

X−1
1 (η)F(η)dη, t ∈ [ξ0, ξ1),

(16)

vs(t) = Xs(t)
t∫

ξs−1

X−1
s (η)A(η)dη · µs−1 + Xs(t)

t∫
ξs−1

X−1
s (η)

m+1∑
j=1

Kj(η)dηµj

+ Xs(t)
t∫

ξs−1

X−1
s (η)F(η)dη, t ∈ [ξs−1, ξs), s = 2,m+ 1.

(17)

By substituting the respective expressions from (16), (17) into the conditions (14) and (15), we get
a system of linear algebraic equations with respect to the parameters µs, s = 1,m+ 1:

X1(ξ1)

ξ1∫
ξ0

X−1
1 (η)

m+1∑
j=1

Kj(η)dηµj − µ1

= −Φ−X1(ξ1)

ξ1∫
ξ0

X−1
1 (η)A(η)dη · Φ−X1(ξ1)

ξ1∫
ξ0

X−1
1 (η)F(η)dη,

(18)

µs−1+Xs(ξs)
ξs∫

ξs−1

X−1
s (η)A(η)dη · µs−1 − µs + Xs(ξs)

ξs∫
ξs−1

X−1
s (η)

m+1∑
j=1

Kj(η)dηµj

= −Xs(ξs)
ξs∫

ξs−1

X−1
s (η)F(η)dη, t ∈ [ξs−1, ξs), s = 2,m+ 1.

(19)

Unknown parameters µs, s = 1,m+ 1 can be found using the system (18), (19). Using O ∈ RN−1,N−1

zero matrix, I ∈ RN−1,N−1 identity matrix and

ys(B, t) = Xs(t)
t∫

ξs−1

X−1
s (η)B(η)dη, s = 1,m

notations, we write system (18), (19) in the following form

Q∗(ξ)µ = F∗(ξ), µ ∈ R(N−1)(m+1), (20)

where

Q∗(ξ) =


y1(K1, ξ1)− I y1(K2, ξ1) y1(K3, ξ1) . . . y1(Km+1, ξ1)

I + y2(A, ξ2) + y2(K1, ξ2) y2(K2, ξ2)− I y2(K3, ξ2) . . . y2(Km+1, ξ2)
y3(K1, ξ3) I + y3(A, ξ3) + y3(K2, ξ3) y3(K3, ξ3)− I . . . y3(Km+1, ξ3)

. . . . . . . . .
. . . . . .

ym+1(K1, ξm+1) ym+1(K2, ξm+1) ym+1(K3, ξm+1) . . . ym+1(Km+1, ξm+1)− I

 ,
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F∗(ξ) =
(
− Φ− y1(A, ξ1)Φ− y1(F , ξ1),−y2(F , ξ2), . . . ,−ym(F , ξm),−ym+1(F , ξm+1)

)′
.

It can be readily shown that solving the boundary value problem (9), (10) is equivalent to solving
the system (20).

Theorem 2. Let the matrix Q∗(ξ) : R(N−1)(m+1) → R(N−1)(m+1) be invertible. Then, for any F(t)
and Φ ∈ R(N−1), the problem (9), (10) has a unique solution ũ?(t) and this solution satisfies the
estimate

‖ũ?‖1 ≤M max(‖Φ‖, ‖F‖1),

M = eαξ̄ ξ̄
{
αmax

(
1, γ(ξ)

[
1 + eαξ̄ ξ̄α+ eαξ̄ ξ̄

])
+
(m+1∑
j=1

βjγ(ξ) + 1
)[

1 + eαξ̄ ξ̄α+ eαξ̄ ξ̄
]}

+ γ(ξ)
[
1 + eαξ̄ ξ̄α+ eαξ̄ ξ̄

]
,

where γ(ξ) = ‖[Q∗(ξ)]−1‖, α = max
t∈[0,T ]

‖A(t)‖, βj = max
t∈[0,T ]

‖Kj(t)‖, j = 1,m+ 1, ξ̄ = max
s=1,m+1

(ξs− ξs−1),

‖ũ?‖1 = max
t∈[0,T ]

‖ũ?(t)‖.

The proof of Theorem 2, with minor modifications, follows the same principles as the proof of
Theorem 1.1. in [32].

3 Algorithm for numerical solving of problem (9), (10) and (1)–(3)

The proposed numerical algorithm is based on the construction and solving of system (20). The
coefficients and the right-hand side of this system (20) are found as solutions to Cauchy problems.

Algorithm for numerical solving of problem (9), (10):
1. Assume we have a partition: 0 = ξ0 < ξ1 < ... < ξm < ξm+1 = T . Divide every interval [ξs−1, ξs],

s = 1,m+ 1, with step hs = (ξs − ξs−1)/l, l ∈ N, s = 1,m+ 1.
2. To determine the values of matrix Q∗(ξ) and the vector F∗(ξ) in system (20) we compute the

values ys(A, hs), ys(Kj , hs), j = 1,m+ 1, ys(F , hs), s = 1,m+ 1, using the Runge Kutta RK4 Method
with step size hs in each subinterval.

3. Solve the system of linear algebraic equations

Qh̃∗(ξ)µ = F h̃∗ (ξ), µ ∈ R(N−1)(m+1), (21)

here ũh̃r(ξs) = µh̃s , s = 1,m+ 1.
4. To define the values of approximate solution at the remaining points, we solve the Cauchy

problems
dũ

dt
= A(t)ũ+

m+1∑
j=1

Kj(t)µh̃j + F(t), ũ(0) = Φ, t ∈ [ξ0, ξ1], (22)

dũ

dt
= A(t)ũ+

m+1∑
j=1

Kj(t)µh̃j + F(t), ũ(ξs−1) = µh̃s−1, t ∈ [ξs−1, ξs), s = 2,m+ 1. (23)

Solving Cauchy problems (22), (23) also using the Runge Kutta RK4 Method, we obtain a numerical
solution to linear initial-boundary value problem for loaded differential equations (9), (10).

If ũ?(ξh̃j ) =
(
u?1(ξh̃j ), u?2(ξh̃j ), . . . , u?N−1(ξh̃j )

)′
, j = 0, (m+ 1)l is a numerical solution to linear initial

value problem for loaded differential equations (9), (10), then u?(ξh̃j , sτ) = u?s(ξ
h̃
j ), s = 1, N − 1 will be

a numerical solution to linear initial value problem for loaded differential equation of parabolic type
(1)–(3).
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4 Example

To provide a clear overview of our investigation, we selected a specific test problem. Thus, the
numerical method discussed in earlier sections were applied to the following initial-boundary value
problem for a loaded parabolic equation

∂u

∂t
= xt

∂2u

∂x2
− (x+ 2t)u(t, x)

+ xtu(0.02, x) + 2x2tu(0.04, x) + (x+ t)u(0.06, x) + 4xtu(0.08, x) + 5xt2u(0.1, x)

+ (4x3 + 8tx2 − 8tx)cos25πt− 100πx2sin25πt+
(

2 +
7

2
x− x2

)
t2 +

97

50
x− 3

25
x2

+
(

8x4 − 404

25
x3 +

31

25
x2 +

27

50
x− 3

50

)
t+ 1, (t, x) ∈ (0, 0.1)× (0, 0.5),

(24)

u(0, x) = 4x2, x ∈ [0, 0.5], (25)

u(t, 0) = t, u(t, ω) = 2t+ cos25πt, t ∈ [0, 0.1]. (26)

The analytical solution of the given problem (24)–(26) is û(t, x) = 2xt+ 4x2cos25πt+ t.
We take τ = 0.1 and produce a discretization by x: xi = iτ, i = 0, 5. Using this, the problem

(24)–(26) is replaced by the following boundary value problem for loaded differential equation

dũ

dt
= A(t)ũ+

5∑
j=1

Kj(t)ũ(ξj) + F(t), t ∈ (0, 0.1), (27)

ũ(0) = Φ, ũ ∈ R4. (28)

Here ξ1 = 0.02, ξ2 = 0.04, ξ3 = 0.06, ξ4 = 0.08, ξ5 = 0.1,

ũ =


u1(t)
u2(t)
u3(t)
u4(t)

 , A(t) =


−22t− 0.1 10t 0 0

20t −42t− 0.2 20t 0
0 30t −62t− 0.3 30t
0 0 40t −82t− 0.4

 , Φ =


0.04
0.16
0.36
0.64

 ,

Kj(t) =


j · 0.1j · t 0 0 0

0 j · 0.2j · t 0 0
0 0 j · 0.3j · t 0
0 0 0 j · 0.4j · t

 , j = 1, 2,

K3(t) =


0.1 + t 0 0 0

0 0.2 + t 0 0
0 0 0.3 + t 0
0 0 0 0.4 + t

 ,

Ki(t) =


i · 0.1 · ti−3 0 0 0

0 i · 0.2 · ti−3 0 0
0 0 i · 0.3 · ti−3 0
0 0 0 i · 0.4 · ti−3

 , i = 4, 5,

F(t) =



(
1

250 −
18t
25

)
cos25πt− πsin25πt+ 617

50 t
2 − 28t

3125 + 1491
1250(

4
125 −

32t
25

)
cos25πt− 4πsin25πt+ 133

50 t
2 − 59t

3125 + 1729
1250(

27
250 −

42t
25

)
cos25πt− 9πsin25πt+ 74

25 t
2 − 987t

6250 + 982
625(

32
125 + 952t

25

)
cos25πt− 16πsin25πt+ 2081

25 t2 − 2969t
6250 + 1098

625


.
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To solve linear initial value problem for loaded differential equations (27), (28) we will use the algo-
rithm of Dzhumabaev parameterization method. According to the scheme of this method, the interval

[0, 0.1) is partitioned into subintervals by loading points: [0, 0.1) =
5⋃
s=1

[ξs−1, ξs). Using the above

proposed algorithm, we compose system (21) and by solving this system (21) we find the numerical
values of the unknown parameters µ:

µ1 =


0.02399999
0.02799997
0.03199992
0.03599988

 , µ2 =


0.00799998
−0.10400007
−0.29600015
−0.56800025

 , µ3 =


0.07199999
0.08399997
0.09599992
0.10799986

 ,

µ4 =


0.136
0.272
0.488

0.78400001

 , µ5 =


0.11999999
0.13999996
0.15999993
0.17999994

 .

We find the values of approximate solution at the remaining points of the subintervals of problem (27),
(28) by solving Cauchy problems (22), (23). Then u?(ξh̃j , sτ) = u?s(ξ

h̃
j ), s = 1, 4, j = 0, 50, τ = 0.1, will

be a numerical solution to linear boundary value problem for loaded differential equation of parabolic
type (24)–(26).

The graph of the exact solution û(t, x) and the found numerical solutions u?(t, x) of the boundary
value problem for a parabolic equation (24)–(26) are shown in Figure.

Figure. Exact (a) and numerical (b) solutions for example

For the difference of the corresponding values of the exact û(t, x) and constructed solutions u?(t, x) of
the boundary value problem for a parabolic equation (24)–(26) the following estimate is true:

max
j=0,50,i=1,4

‖û(ξh̃j , xi)− u?(ξh̃j , xi)‖ < 0.0000003.

Conclusion

The initial-boundary value problem for a loaded parabolic equation in a rectangular domain is
investigated. Using discretization with respect to the variable x, the problem under consideration
is reduced to the initial problem for a system of loaded ordinary differential equations. Using the
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results of works [12,13], an estimate for the solution of the initial-boundary value problem for a loaded
parabolic equation is established. The parameterization method is used to solve the initial problem
for a system of loaded ordinary differential equations. Algorithms for finding a solution to the problem
under study are constructed and their convergence is shown. Conditions for the unique solvability of
the initial problem for a system of loaded ordinary differential equations are established. Further, the
proposed approach will be applied to solving boundary value problems for a loaded parabolic equation.
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On the solvability of the Goursat problem for one class of loaded
second-order hyperbolic equations
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In this paper the solvability of the Goursat problems for two locally loaded second-order hyperbolic equa-
tions with a wave operator in the main part was explored. The loaded terms for both equations have the
same trace, namely a part of one of the characteristics for the given hyperbolic operator, but the trace-
forming maps are different. Moreover, in the first case, any point of the domain under consideration and
the corresponding point of the load trace always lie on a straight line, which is a characteristic. In the
second case, this does not work. It turns out that in the first case the Goursat problem is Voltairean, and
in the second case it is Fredholmian.

Keywords: loaded equation, Goursat problem, characteristics of a hyperbolic equation, Volterra equation of
the second kind, Fredholm equation of the second kind with a spectral parameter, eigenvalue, eigenfunction.

2020 Mathematics Subject Classification: 35L10.

Introduction

Mathematical modeling of many very important processes in various fields of natural science leads
to boundary value problems for loaded partial differential equations. The main questions arising in
the theory of boundary value problems for ordinary partial differential equations remain the same for
boundary value problems for loaded partial differential equations. However, loads in equations makes
their own adjustments to the formulation of the study and the correctness of a particular boundary
value problem. For the first time, mentioning of a load eliminating the inequality of characteris-
tics in the second Darboux problem for one second order degenerate hyperbolic equation belongs to
A.M. Nakhushev in [1; 87]. Fundamental results on the effects of load, including spectral ones, for
significantly loaded parabolic equations of arbitrary order were obtained by M.T. Dzhenaliev and
M.I. Ramazanov. The main results in this direction are presented in their joint monograph [2]. Ex-
amples of the application of loaded differential equations, the main results of research in this field, as
well as a numerous references on this subject are given in monographs [1–3].

We note works [4–9] devoted to the Goursat problem for loaded hyperbolic equations. The works
[10–20] are devoted to boundary value problems for equations of the mixed type, boundary value
problems with periodic boundary conditions, initial value problems and boundary control problems for
loaded partial differential equations with both characteristic and non-characteristic load.

In this paper, research objects are two loaded second-order hyperbolic equations with a wave
operator in the main part

Lu = λu

(
α(x+ ky) + l

2
,
α(x+ ky)− l

2

)
, (1)

where
Lu = uxx − uyy + a(x, y)ux + b(x, y)uy + c(x, y)u, k = 1,−1, λ = const.

It should be noted that the traces of the equations for y = 0 coincide.
∗Corresponding author. E-mail: attaev.anatoly@yandex.ru
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1 Main part

Assume Ω = {(x, y) : 0 < x− y < l, 0 < x+ y < l}.
Goursat problem. In the domain Ω, find a solution to the equation (1) by class C(Ω̄) ∩ C2(Ω),

satisfying the boundary conditions

u
(x

2
,−x

2

)
= ϕ(x), 0 ≤ x ≤ l, (2)

u
(x

2
,
x

2

)
= ψ(x), 0 ≤ x ≤ l, (3)

where Ω̄ is the boundary for Ω.
It is assumed that

α(x) ≤ x, α(0) = 0, α(l) = l, 0 ≤ x ≤ l, (4)

a, b ∈ C1(Ω), c ∈ C(Ω̄), ϕ, ψ, α ∈ C(J̄) ∩ C2(J), (5)

where J̄ is the boundary for the interval J = (0, l).
Goursat problem (2), (3) for the equation (1) is studied separately for k = 1 and k = −1.

2 Case k = 1

Theorem 1. Goursat problem (2), (3) for equation (1) at k = 1 is solvable in a unique way.

First, we present the proof of the theorem for a ≡ b ≡ c ≡ 0, α(x + y) = x + y, that is, for the
model equation

uxx − uyy = λu

(
x+ y + l

2
,
x+ y − l

2

)
(6)

with the characteristic variables ξ = x − y, η = x + y, equation (6) and boundary conditions (2), (3)
take the form

vξη =
λ

4
v(l, η), (7)

v(ξ, 0) = ϕ(ξ), 0 ≤ ξ ≤ l, (8)

v(0, η) = ψ(η), 0 ≤ η ≤ l, (9)

where v(ξ, η) = u
(
η+ξ

2 , η−ξ2

)
.

The domain Ω goes into the rectangular domain Ω0 = {(ξ, η) : 0 < ξ < l, 0 < η < l}.
Suppose there is a solution to Goursat problem (8), (9) for equation (7), then it is easy to see that

v(ξ, η) is a solution to the following loaded integral equation

v(ξ, η)− λ

4
ξ

η∫
0

v(l, t)dt = ϕ(ξ) + ψ(η)− ϕ(0). (10)

Assuming ξ = l by (10) we get

η∫
0

v(l, t)dt =

η∫
0

e
λ
4

(η−t)[ϕ(l)− ϕ(0) + ψ(t)]dt.
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Substituting the resulting value for the integral into (10) and returning to the original variables,
we have

u(x, y) = ϕ(x− y) + ψ(x+ y)− ϕ(0) +
λ

4
(x− y)

x+y∫
0

e
λ
4

(x+y−t)[ϕ(l)− ϕ(0) + ψ(t)]dt.

Let’s go back to equation (1) with k = 1. In the characteristic variables ξ = x − y, η = x + y
equation (1) is written as follows

L1v ≡
λ

4
v(l, α(η)), (11)

where

L1v ≡ vξη +A(ξ, η)vξ +B(ξ, η)vη + C(ξ, η)v, a+ b = 4A, a− b = 4B, c = 4C.

Condition (5) guarantees the Riemann function R(ξ0, η0; ξ, η) for equation (11). Assume that the
right side of the equation is known. Applying the well-known formula [21] for solving the Goursat
problem, to find v(ξ, η) we obtain the following integral equation

v(ξ, η) = R(ξ, 0; ξ, η)ϕ(ξ) +R(0, η; ξ, η)ψ(η)−R(0, 0; ξ, η)ϕ(0)+

+

ξ∫
0

[
B(t, 0)R(t, 0; ξ, η)− ∂

∂t
R(t, 0; ξ, η)

]
ϕ(t)dt+

+

η∫
0

[
A(0, τ)R(0, τ ; ξ, η)− ∂

∂τ
R(0, τ ; ξ, η)

]
ψ(τ)dτ+

+
λ

4

ξ∫
0

dt

η∫
0

R(t, τ ; ξ, η)v(l, α(τ))dτ. (12)

Changing the order of integration in the double integral and passing to the limit at ξ → l in (12),
to find v(l, t), we obtain the following integral equation

v(l, η) =
λ

4

η∫
0

K(η, τ)v(l, α(τ))dτ = F (η), (13)

K(η, τ) =

l∫
0

R(t, τ ; l, η)dt,

F (η) =

l∫
0

[
B(t, 0)R(t, 0; l, η)− ∂

∂τ
R(t, 0; l, η)

]
ϕ(t)dt+

+

l∫
0

[
A(0, τ)R(t, τ ; l, η)− ∂

∂τ
R(0, τ ; l, η)

]
ψ(τ)dτ+

+R(l, 0; l, η)ϕ(l) +R(0, η; l, η)ψ(η)−R(0, 0; l, η)ϕ(0).
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Substituting α(η) into (13) instead of η, we obtain

v(l, α(η))− λ

4

α(η)∫
0

K(α(η), τ)v(l, α(τ))dτ = F (α(η)).

Condition (4) guarantees the existence of a unique solution v(l, α(η)) ∈ C(J̄). After finding
v(l, α(η)), a unique solution to Goursat problem (2), (3) for equation (1) at k = 1 in the domain
Ω due to (12) is given by the formula

u(x, y) = u0(x, y) +
λ

4

ξ∫
0

η∫
0

R(t, τ ; ξ, η)v(l, α(τ))dτdt,

where u0(x, y) is a solution to the same problem for equation (1) at λ = 0.

3 The case with k = −1

Theorem 2. Assume |λ| < 4
Ml , where M = maxΩ̄0

∣∣∣ α(s)∫
0

R(t, τ ; l, α(s))dτ
∣∣∣, R(ξ0, η0; ξ, η) is the

Riemann operator for L1, then Goursat problem (2), (3) for equation (1) at k = −1 is solvable in a
unique way.

Proof of Theorem 2. In the characteristic variables ξ = x− y, η = x+ y equation (1) for k = −1
takes the form

L1v ≡
λ

4
v(l, α(ξ)).

Applying the same reasoning as for k = 1, to find v(l, α(ξ)), we obtain the following Fredholm
integral equation with the spectral parameter

v(l, α(ξ))− λ
l∫

0

K(α(ξ), t)v(l, α(t))dt = F (α(ξ)), (14)

where

K(α(ξ), t) =
1

4

α(ξ)∫
0

R(t, τ ; l, α(ξ))dτ.

By virtue of continuity K(α(ξ), t) and F (α(ξ)) respectively in Ω̄0 and J̄ , in Ω̄0 for |K(α(ξ), t)|, we get
some maximum value M , |F (α(ξ))| has some maximum value M1.

Under these conditions, solution (14) can be obtained, for example, by the method of successive
substitutions in the form of an absolutely and uniformly convergent series.

Let us now consider the case when a ≡ b ≡ c ≡ 0, α(x− y) = x− y, that is, the Goursat problem
(2), (3) for the equation

uxx − uyy = λu

(
x− y + l

2
,
x− y − l

2

)
. (15)

Theorem 3. Goursat problem (2), (3) for equation (15) is solvable in a unique way for all λ 6= 8
l2
.

In the case when λ = 8
l2
:

1) The homogeneous problem corresponding to problem (2), (3) for equation (13) has an infinite
number of solutions

u(x, y) = C(x+ y)(x− y)2,
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where C is the arbitrary constant.

2) An inhomogeneous problem is solvable if and only if
l∫

0

[ϕ(l)−ϕ(0)+ψ(t)]dt = 0. If this condition

is satisfied, it also has infinitely many solutions.
Proof of Theorem 3. With the characteristic variables ξ = x − y, η = x + y equation (15) takes

the form
vξη =

λ

4
v(l, ξ). (16)

Integrating (16) over ξ ranging from 0 to ξ, and then over η ranging from 0 to η, we verify that v(ξ, η)
is the solution to the following loaded integral equation

v(ξ, η)− λ

4
η

ξ∫
0

v(l, t)dt = ϕ(ξ) + ψ(η)− ϕ(0).

Replacing ξ by l and η by ξ in the last relation, we obtain

v(l, ξ)− λ

4
ξ

l∫
0

v(l, t)dt = ϕ(l) + ψ(ξ)− ϕ(0). (17)

Equation (17) is the simplest integral equation with a spectral parameter and a degenerate kernel.
Since the degenerate kernel consists of one term, the corresponding system becomes a single equa-

tion

q1 =
λ

4

( l∫
0

tdt

)
q1 +

l∫
0

[ϕ(l) + ψ(t)− ϕ(0)] dt,

where q1 =
l∫

0

v(l, t)dt, then the result of the Theorem 3 follows directly.

Conclusion

If we consider the Goursat problem

u
(x

2
,
x

2

)
= ϕ(x), u

(
l + x

2
,
l − x

2

)
= ψ(x), 0 ≤ x ≤ l (18)

for equation (15), then it is obvious that equation (17) takes the form

v(l, ξ)− λ

4

l∫
0

(ξ − l)v(l, t)dt = ϕ(l) + ψ(ξ)− ϕ(0),

whence it follows that it is uniquely solvable for all λ 6= − l2

8 . We find that for λ = l2

8 Goursat problem
(2), (3) for equation (15) is not correct, and Goursat problem (18) for of the same equation is correct,
but for λ = − l2

8 , vice versa.
As a consequence, equation (15) can be called an example of an equation for which the effect of

inequality of characteristics as carriers of Goursat data takes place.
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Gagliardo–Nirenberg type inequalities for smoothness spaces related
to Morrey spaces over n-dimensional torus
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In the paper, the Gagliardo–Nirenberg type inequalities for smoothness spaces Bs τp q (Tn) of
Nikol’skii–Besov type and spaces F s τp q (Tn) of Lizorkin–Triebel type both related to Morrey spaces over
n-dimensional torus for some range of the parameters s, p, q, τ were proved. These spaces are natural
analogues of the spaces Bsτpq (Rn) and F sτpq (Rn) in the case of multidimensional torus Tn. The main re-
sults of the article are two theorems, each of which proves the Gagliardo–Nirenberg type inequality for the
Lizorkin–Triebel type spaces or the Nikol’skii–Besov type spaces respectively.

Keywords: Nikol’skii–Besov/Lizorkin–Triebel smoothness spaces related to Morrey space, multidimensional
torus, Gagliardo–Nirenberg type inequalities.
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Introduction

Multiplicative and additive inequalities for (partial) derivatives of functions play crucial role in
different areas of Analysis and Applied Mathematics, in particular, in Analysis of Partial Differential
Equations.

Multiplicative and additive inequalities for derivatives of functions in single variable (on an axis, a
semi-axis, a segment, or a unit circle) with exact constants are an extensive section of modern function
theory, originated from the classical works of J. Hadamard and A.N. Kolmogorov. The development
of this field can be traced in surveys [1, 2].

In the case of functions in several variables, E. Gagliardo and L. Nirenberg proved important
inequality, nowadays known as the Gagliardo–Nirenberg inequality (see [3; ch. III, sect. 15]):

Proposition 1. Let function u belong to Lq(Rn) and such that all its (distributional) derivatives of
order l(∈ N) belong to Lr(Rn), with 1 ≤ q, r ≤ ∞. Then for 0 ≤ j < l, the following inequality∑

|α|=j

‖∂αf |Lp(Rn)‖ ≤ C‖f |Lq(Rn)‖1−θ
( ∑
|α|=l

‖∂αf |Lr(Rn)‖
)θ

(1)

holds, where 1
p = j

n + (1 − θ)1q + θ
(
1
r −

l
n

)
for all θ in the interval [ jl , 1] (the positive constant C

depending only on n, l, j, q, r, θ), with the following exceptional cases:
1. If j = 0, rl < n, q =∞, then we make the additional assumption that either u tends to zero at

infinity or u ∈ Lq∗(Rn) for some finite q∗ > 0.
2. If 1 < r <∞ and l− j− n

r is a nonnegative integer then inequality (1) holds only for θ satisfying
j
l ≤ θ < 1.
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The multiplicative inequality (1) is equivalent to the corresponding additive inequality with an
arbitrary parameter ε > 0:∑

|α|=j

‖∂αf |Lp(Rn)‖ ≤ C
(
ε−

1
1−θ ‖f |Lq(Rn)‖+ ε

1
θ

∑
|α|=l

‖∂αf |Lr(Rn)‖
)
, ∀ε > 0.

Note that under some particular assumptions, the inequality (1) and its additive analogue for some
special cases of mixed Lp-, Lq- and Lr-norms were established by V.P. Il’in, L. Nirenberg and others;
further, M. Troisi, V.A. Solonnikov and others obtained analogues of inequality (1) for the anisotropic
case of specifying differential properties of functions in Lr (see details and general results in [3; ch. III,
sect. 15]).

The classical Gagliardo–Nirenberg inequalities and their generalizations mentioned above are a very
useful tool in connection with partial differential equations (see, for example, the monograph [3]). For
this reason, there is also some interest in their analogues in various non-classical situations.

In 2001 H. Brezis and P. Mironescu [4] proved the following Gagliardo–Nirenberg type inequalities
for the (isotropic) Lizorkin–Triebel spaces.

Proposition 2. (i) Let a tempered distribution f belongs to both Lizorkin–Triebel spaces F s0p0q0(Rn)
and F s1p1q1(Rn), with 0 < p0, p1 <∞, 0 < q0, q1 ≤ ∞, −∞ < s0 < s1 <∞. Then for any θ : 0 < θ < 1
and q : 0 < q ≤ ∞, the following inequality

‖f | F spq(Rn)‖ ≤ C‖f | F s0p0q0(Rn)‖1−θ‖f | F s1p1q1(Rn)‖θ (2)

holds, where 1
p = 1−θ

p0
+ θ

p1
, s = (1− θ)s0 + θs1 (the positive constant C depending only on n, s0, s1,

p0, p1, q0, q1, q, θ).
(ii) Let a tempered distribution f belongs to both the Lizorkin–Triebel spaces F s0p0q0(Rn) and

F s1∞∞(Rn), with 0 < p0 < ∞, 0 < q0 ≤ ∞,−∞ < s0 6= s1 < ∞. Then for any θ : 0 < θ < 1 and
q : 0 < q ≤ ∞, the following inequality

‖f | F spq(Rn)‖ ≤ C‖f | F s0p0q0(Rn)‖1−θ‖f | F s1∞∞(Rn)‖θ (3)

holds, where 1
p = 1−θ

p0
, s = (1−θ)s0+θs1 (the positive constant C depending only on n, s0, s1, p0, q0, q, θ).

The analogues of the inequalities (2) and (3) for the (isotropic) Besov–Nikol’skii spaces are as
follows.

Proposition 3. Let a tempered distribution f belong to both Nikol’skii–Besov spaces Bs0
p0q0(Rn) and

Bs1
p1q1(Rn), with 0 < p0, p1 <∞, 0 < q0, q1 ≤ ∞, −∞ < s0 < s1 <∞. Then for any θ : 0 < θ < 1, the

following inequality

‖f | Bs
pq(Rn)‖ ≤ C‖f | Bs0

p0q0(Rn)‖1−θ‖f | Bs1
p1q1(Rn)‖θ (4)

holds, where 1
p = 1−θ

p0
+ θ

p1
, 1
q = 1−θ

q0
+ θ

q1
, s = (1− θ)s0 + θs1 (the positive constant C depending only

on n, s0, s1, p0, p1, q0, q1, θ).
The inequality (4) is a classical result of J. Peetre, proved in middle of 1960s.
Note that for the Nikol’skii–Besov spaces the Gagliardo–Nirenberg type inequality (4) is estab-

lished for full natural range of parameters n, s0, s1, p0, p1, q0, q1, θ, in contrast to that inequality for
the Lizorkin–Triebel spaces: here, there is a gap for the case where 0 < p0 < ∞, 0 < q0 ≤ ∞,
p1 =∞, 0 < q1 <∞.

Moreover, as can be seen from the inequalities (2) and (3), the result (Gagliardo–Nirenberg type
inequality for the Lizorkin–Triebel spaces) is completely independent of the values of the “microscopic”
parameters q, q0, q1. Unlike Lizorkin–Triebel type spaces, in the inequality (4) the parameter q is
strictly connected with q0 and q1 like the other parameters.

The gap mentioned above was fulfilled by W. Sickel [5]:
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Proposition 4. Let a tempered distribution f belongs to F s0p0q0(Rn) ∩ F s1∞q1(Rn), with 0 < p0 <∞,
0 < q0 ≤ ∞, 0 < q1 < ∞, −∞ < s0 6= s1 < ∞. Then for any θ : 0 < θ < 1 and q : 0 < q ≤ ∞, the
following inequality

‖f | F spq(Rn)‖ ≤ C‖f | F s0p0q0(Rn)‖1−θ‖f | F s1∞∞(Rn)‖θ (5)

holds, where 1
p = 1−θ

p0
, s = (1−θ)s0+θs1 (the positive constant C depending only on n, s0, s1, p0, q0, q, θ).

In fact, W. Sickel established the Gagliardo–Nirenberg type inequalities for two scales (of Nikol’skii–
Besov) Bsτ

pq (Rn) and (Lizorkin–Triebel) F sτpq (Rn) (with additional real parameter τ) of smoothness
spaces related to Morrey spaces over whole Euclidean space Rn in full range of parameters involved.
The inequalities from [5] contain the inequalities (2)–(5) as special cases because Bs0

pq(Rn) ≡ Bs
pq(Rn)

and F s0pq (Rn) ≡ Bs
pq(Rn) in sense of equivalent (quasi)norms.

Goal of the paper is to prove the Gagliardo–Nirenberg type inequalities for the spaces Bsτ
pq (Tn) and

F sτpq (Tn), which are natural analogues of the spaces Bsτ
pq (Rn) and F sτpq (Rn) in the case of multidimen-

sional torus Tn.
The rest of the paper is organized as follows. In Section 2 we introduce some notation, define the

spaces of distributions Bsτ
pq (Rn), F sτpq (Rn), Bsτ

pq (Tn) and F sτpq (Tn) and formulate main results of the
paper (Theorems 1 and 2). Section 3 contains the proof of crucial Lemma. Finally, in Section 4, we
give proofs of Theorems 1 and 2.

1 The Gagliardo–Nirenberg type inequalities for the smoothness spaces related to Morrey spaces

First we introduce some notation and give definitions of (the two scales of) spaces of distributions
under consideration.

Let n ∈ N, n ≥ 2, zn = {1, . . . , n}, N0 = N ∪ {0}. For x = (x1, . . . , xn), y = (y1, . . . , yn) ∈ Rn,
we put xy = x1y1 + . . . + xnyn, |x| = |x1| + . . . + |xn|, |x|∞ = max(|xν | : ν ∈ zn); x ≤ y (x < y)
⇔ xν ≤ yν (xν < yν) for all ν ∈ zn.

Let S := S(Rn) and S ′ = S ′(Rn) be the Schwartz spaces of test functions and tempered distribu-
tions respectively; f̂ is Fourier transform for f ∈ S ′(Rn); in particular, for ϕ ∈ S,

ϕ̂(ξ) =

∫
Rn
ϕ(x)e−2πi ξxdx.

For 0 < p ≤ ∞ and a measurable set G ⊂ Rn, as usual, let Lp(G) be the space of functions
f : G → C integrable in sense of Lebesgue to the power p (essentially bounded if p = ∞) over G,
endowed with standard (quasi)norm (norm if p ≥ 1)

‖ f |Lp(G) ‖ =
(∫

G
| f(x) |pdx

) 1
p

(p <∞),

‖ f |L∞(G) ‖ = ess sup(| f(x) | : x ∈ G).

For 0 < q ≤ ∞ let `q := `q(N0) be the space of (complex–valued) sequences (cj) = (cj : j ∈ N0)
with finite standard (quasi)norm (norm if q ≥ 1) ‖(cj) | `q‖.

Further, let `q(Lp(G)) (Lp(G; `q) respectively) be the space of function sequences
(gj(x)) = (gj(x) : k ∈ N0) (x ∈ G) with finite (quasi)norm (norm if p, q ≥ 1)

‖ (gj(x)) | `q(Lp(G)) ‖ = ‖ ( ‖ gj |Lp(G)‖) | `q ‖,

(‖ (gj(x)) |Lp(G; `q) ‖ = ‖ ‖ (gj(·)) | `q ‖ |Lp(G)‖

respectively).
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We choose a test function η0 ∈ S such that

0 ≤ η̂0(ξ) ≤ 1, ξ ∈ Rn; η̂0(ξ) = 1 if |ξ|∞ ≤ 1; supp η̂0 = {ξ ∈ Rn | |ξ|∞ ≤ 2}.

Put η̂(ξ) = η̂0(2
−1ξ)− η̂0(ξ), η̂j(ξ) := η̂j(ξ) = η̂(21−jξ), j ∈ N. Then

∞∑
j=0

η̂j(ξ) ≡ 1, ξ ∈ Rn,

i.e. {η̂j(ξ) | j ∈ N0} is the resolution of unity over Rn. It is clear that

η(x) = 2nη0(2x)− η0(x), ηj(x) := 2(j−1)nη(2j−1x), j ∈ N.

We define the operator ∆η
j on S ′ as follows: for f ∈ S ′ put

∆η
j (f, x) = f ∗ ηj(x) = 〈f, ηj(x− ·)〉.

Let Q be the set of all dyadic cubes in Rn of the form

Q = Qjξ = {x ∈ Rn : 2jx− ξ ∈ [0, 1)n } (j ∈ Z, ξ ∈ Zn).

Denote by j(Q)(= j) and |Q|(= 2−jm) “level” and the volume of the cube Q = Qjξ respectively.
Now we recall important definition of the Lizorkin–Triebel space F s∞ q(Rn) (0 < q <∞), invented

by M. Frazier and B. Jawerth [6].

Definition 1. Let s ∈ R, 0 < q < ∞. The space F s∞ q := F s∞ q(Rn) consists of all distributions
f ∈ S ′ for which (quasi)norm

‖ f |F s∞ q ‖ =
(

sup
Q∈Q:j(Q)≥0

1

|Q|

∫
Q

∞∑
j=j(Q)

|2sj∆η
j (f, x)|qdx

)1/q
is finite.

Further, denote by S̃ ′ := S ′(Tn) the space of all distributions f ∈ S ′, 1–periodic in each variable
(i.e. such that 〈f, ϕ(· + ξ)〉 = 〈f, ϕ〉 for all ϕ ∈ S and any ξ ∈ Zn), and S̃ := S(Tn) the space of
all infinitely differentiable functions over Tn endowed with the topology of uniform convergence of all
partial derivatives over Tn. Then S ′(Tn) is identified naturally with the space topologically dual to
S(Tn). It is known that f ∈ S̃ ′ if and only if supp f̂ ⊂ Zn, i.e. f̂ = 0 on open set Rn\Zn. Here
Tn = (R/Z)n is n-dimensional torus.

Let g : Rn → C be an arbitrary function, then its periodization g̃ : Tn → C is defined as (at least
formal) sum of series

∑
ξ∈Zn

g(x+ ξ).

By the Poisson summation formula it is easy to verify that for ϕ ∈ S, ϕ̃ ∈ S̃, and, moreover,
ϕ̃(x) =

∑
ξ∈Zn ϕ̂(ξ)e2πiξx.

Now we define operators ∆̃η
j on S̃ ′ (j ∈ N0) as follows: for f ∈ S̃ ′, put

∆̃η
j (f, x) = f ∗ η̃j(x) = 〈f, η̃j(x− ·)〉 =

∑
ξ∈Zn

η̂j(ξ)f̂(ξ)e2πi ξx.

Let (0 = (0, . . . , 0),1 = (1, . . . , 1) ∈ Rn)

Q̃ = {Q ∈ Q |Q ⊂ Q0 := [0, 1)n} = {Qjξ | j ∈ N0, ξ ∈ Zn : 0 ≤ ξ < 2j1}.

In analogy with 1, we give
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Definition 2. Let s ∈ R, 0 < q < ∞. The Lizorkin–Triebel space F̃ s∞ q := F s∞ q(Tn) consists of all
distributions f ∈ S̃ ′, for which (quasi)norm

‖ f | F̃ s∞ q ‖ =
(

sup
Q∈Q̃

1

|Q|

∫
Q

∞∑
j=j(Q)

|2sj∆̃η
j (f, x)|qdx

)1/q
is finite.

Now we recall definitions of two scales (of Nikol’skii–Besov type) Bs τ
p q (Rn) and (Lizorkin–Triebel

type) F s τp q (Rn) of (inhomogeneous) smoothness spaces related to Morrey spaces and their periodic
analogues Bs τ

p q (Tn) and F s τp q (Tn) (below t+ := max{0, t} if t ∈ R).
Definition 3. Let s, τ ∈ R, 0 < p, q ≤ ∞. Then
I. the Nikol’skii–Besov type space Bs τ

p q := Bs τ
p q (Rn) consists of all distributions f ∈ S ′, for which

(quasi)norm

‖ f |Bs τ
p q ‖ = sup

Q∈Q

1

|Q|τ
‖(2sj∆η

j (f, x)(j + 1− j(Q))0+) | `q(Lp(Q))‖

is finite;
II. the Lizorkin–Triebel type space F s τp q := F s τp q (Rn) (p < ∞) consists of all distributions f ∈ S ′,

for which (quasi)norm

‖ f |F s τp q ‖ = sup
Q∈Q

1

|Q|τ
‖(2sj∆η

j (f, x)(j + 1− j(Q))0+) |Lp(Q; `q)‖

is finite.

Remark 1. Inhomogeneous spaces Bs τ
p q and F s τp q were introduced in [7] and have been studied

thoroughly (see, in particular, [5, 7–10]). We also noted that (local) Morrey spaces and Nikol’skii–
Besov–Morrey and Lizorkin–Triebel–Morrey spaces have been attracting a lot of attention, see, for
instance, [5, 7–14].

Definition 4. Let s, τ ∈ R, 0 < p, q ≤ ∞. Then
I. the Nikol’skii–Besov type space B̃s τ

p q := Bs τ
p q (Tn) consists of all distributions f ∈ S̃ ′, for which

(quasi)norm

‖ f |Bs τ
p q (Tn) ‖ = sup

Q∈Q̃

1

|Q|τ
‖(2sj∆̃η

j (f, x)(j + 1− j(Q))0+) | `q(Lp(Q))‖

is finite;
II. the Lizorkin–Triebel type space F̃ s τp q := F s τp q (Tn) (p < ∞) consists of all distributions f ∈ S̃ ′,

for which (quasi)norm

‖ f |F s τp q (Tn) ‖ = sup
Q∈Q̃

1

|Q|τ
‖(2sj∆̃η

j (f, x)(j + 1− j(Q))0+) |Lp(Q; `q)‖

is finite.

Remark 2. Obviously, the spaces B̃s 0
p q and F̃ s 0p q coincide with the isotropic periodic Nikol’skii–Besov

spaces B̃s
p q and Lizorkin–Triebel spaces F̃ sp q respectively. Furthermore, it is not hard to see that for

any τ ≤ 0, we have coincidence B̃s τ
p q = B̃s

p q and F s τp q = F̃ sp q in sense of equivalent (quasi)norms, in
contrast to the spaces Bs τ

p q and F s τp q : as known, Bs τ
p q = {0} and F s τp q = {0} when τ < 0 (see [7]).

We noted that periodic Morrey spaces and Nikol’skii–Besov–Morrey and Lizorkin–Triebel–Morrey
spaces have been attracting increasing attention as well, see, for instance, [15–18].
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First, we consider the Gagliardo–Nirenberg type inequalities for the Lizorkin–Triebel type spaces
F s τp q (Tn).

Theorem 1. Let 0 < q0, q1 ≤ ∞, −∞ < s0 < s1 <∞, τ0, τ1 ≥ 0.
(i) Let 0 < p0, p1 <∞. Then for any 0 < θ < 1 and 0 < q ≤ ∞, there exists constant C > 0 such

that the inequality
‖f | F s τp q (Tn)‖ ≤ C‖f | F s0 τ0p0 q0 (Tn)‖1−θ‖f | F s1 τ1p1 q1 (Tn)‖θ

is satisfied for all f ∈ S ′(Tn), where 1
p = 1−θ

p0
+ θ

p1
, τ = (1− θ)τ0 + θτ1, s = (1− θ)s0 + θs1.

(ii) Let 0 < p0 < ∞. Then for any 0 < θ < 1 and 0 < q ≤ ∞, there exists constant C > 0 such
that the inequality

‖f | F sτpq (Tn)‖ ≤ C‖f | F s0τ0p0q0 (Tn)‖1−θ‖f | Bs1τ1
∞∞(Tn)‖θ

holds for all f ∈ S ′(Tn), where 1
p = 1−θ

p0
, τ = (1− θ)τ0 + θτ1, s = (1− θ)s0 + θs1.

Remark 3. The proof given below is due to H. Brezis and P. Mironescu [4] for τ = 0 and W. Sickel
[5] for τ > 0 in the non-periodic case of Rn.

The Gagliardo–Nirenberg type inequalities for the Nikol’skii–Besov type spaces Bs τ
p q (Tn) are as

follows.

Theorem 2. Let 0 < p0, p1 ≤ ∞, 0 < q0, q1 ≤ ∞, −∞ < s0 < s1 < ∞, τ0, τ1 ≥ 0. Then for any
0 < θ < 1, there exists constant C > 0 such that the inequality

‖f | Bs τ
p q (Tn)‖ ≤ C‖f | Bs0 τ0

p0 q0(Tn)‖1−θ‖f | Bs1 τ1
p1 q1(Tn)‖θ

is valid for all f ∈ S ′(Tn) where 1
p = 1−θ

p0
+ θ

p1
, 1
q = 1−θ

q0
+ θ

q1
, τ = (1− θ)τ0 + θτ1, s = (1− θ)s0 + θs1.

Remark 4. If we replace Tn by Rn in Theorems 1 and 2, we obtain an exact formulation of above–
mentioned W. Sickel’s results for Bs τ

p q (Rn) and F s τp q (Rn).

2 Crucial Lemma

Key ingredient in what follows is the following inequality of F. Oru (see Lemma 3.7 in [4]).

Lemma 1. Let 0 < θ < 1, −∞ < s0, s1 < ∞, s = (1 − θ)s0 + θs1, 0 < q ≤ ∞. Then there exists
C = C(s0, s1, θ, q) > 0 such that for any sequence (aj)j of complex numbers the inequality

‖(2sjaj)j | `q‖ ≤ C‖(2s0jaj)j | `∞‖1−θ‖(2s1jaj)j | `∞‖θ (6)

holds true.

For completeness, we present the proof of Lemma 1 from [4].
Proof. Let C1 = sup 2s1j | aj |, C2 = sup 2s2j | aj |, so that C1 ≤ C2. We will assume that C1 > 0,

otherwise there is nothing to prove. Since s1 < s2, there exists some j0 > 0 such that

min

{
C1

2s1j
,
C2

2s2j

}
=

{
C1

2s1j
, j ≤ j0,

C2

2s2j
, j > j0.

Since C1

2s1j
≤ C2

2s2j
and C2

2s2(j0+1) ≤ C1

2s1(j0+1) , we find

C2 ∼ C12
(s2−s1)j0 .

Therefore,
‖(2s1jaj) | `∞‖θ‖(2s2jaj) | `∞‖1−θ ∼ C12

(s2−s1)j0(1−θ). (7)
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On the other hand, we have aj ≤ min
{
C1

2s1j
, C2

2s2j

}
, so that

aj ≤
C1

2s1j
for 0 ≤ j ≤ j0, aj ≤

C2

2s2j
for j > j0.

It follows that

‖(2sjaj) | `q‖ ≤

(∑
j≤j0

Cq12(s−s1)jq +
∑
j>j0

Cq22(s−s2)jq

)1/q

≤

≤ C

(∑
j≤j0

Cq12(s−s1)jq +
∑
j>j0

Cq12−θ(s2−s1)jq+(s2−s1)j0q

)1/q

.

Therefore,
‖(2sjaj) | `q‖ ≤ CC12

(s2−s1)j0(1−θ).

Finally, we find that the inequality

‖(2sjaj) | `q‖ ≤ CC12
(s2−s1)j0(1−θ). (8)

Now (6) follows from (7) and (8). Thus, Lemma 1 is completely proved.

3 Proofs of Theorems 1 and 2

Proof of Theorem 1.
Proof. As mentioned above, the line of argument follows [4]. First, we prove (i). Successively

applying Lemma 1 with aj = |∆̃η
j (f, x)|, Holder’s integral inequality (with exponents P0 = p0

(1−θ)p and
P1 = p1

θp) and Jensen’s inequalities (‖ · | `q0‖ ≥ ‖ · | `∞‖ and ‖ · | `q1‖ ≥ ‖ · | `∞‖), we find

‖f | F sτpq (Tn)‖ ≤ c‖f | F s0τ0p0∞(Tn)‖1−θ‖f | F s1τ1p1∞(Tn)‖θ ≤

≤ C‖f | F s0τ0p0q0 (Tn)‖1−θ‖f | F s1τ1p1q1 (Tn)‖θ,

thus part (i) is established.
Now we turn to proof of part (ii). It follows from the condition that p1 = ∞,

p0 < p < ∞. Therefore, successively applying Lemma 1 with aj = |∆̃η
j (f, x)|, the inequality

‖ g |Lp(Q)‖ ≤ (‖ g |Lp0(Q)‖)1−θ(‖ g |L∞(Q)‖)θ and further arguing as in case (i), we obtain

‖f | F sτpq (Tn)‖ ≤ c‖f | F s0τ0p0∞(Tn)‖1−θ‖f | F s1τ1∞∞(Tn)‖θ ≤

≤ C‖f | F s0τ0p0q0 (Tn)‖1−θ‖f | F s1τ1∞∞(Tn)‖θ ≡

≡ C‖f | F s0τ0p0q0 (Tn)‖1−θ‖f | Bs1τ1
∞∞(Tn)‖θ,

Thus, part (ii) is also obtained.

Proof of Theorem 2.
Proof. Here, successively applying the Holder inequality for integrals (with exponents P0 = p0

(1−θ)p

and P1 = p1
θp), the Holder inequality for series

(
with exponents Q0 = q0

(1−θ)q and Q1 = q1
θq

)
and using

elementary properties of suprema, we obtain

‖f | Bsτ
pq (Tn)‖ ≡ sup

Q∈Q̃

1

|Q|τ

{ ∞∑
j=j(Q)

[∫
Q

2jsp|∆̃η
j (f, x)|pdx

]q/p}1/q

≤
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≤ sup
Q∈Q̃

1

|Q|τ

{ ∞∑
j=j(Q)

[∫
Q

2js0p0 |∆̃η
j (f, x)|p0dx

](q(1−θ))/p0[∫
Q

2js1p1 |∆̃η
j (f, x)|p1dx

]qθ/p1}1/q

≤

≤ sup
Q∈Q̃

1

|Q|τ

{ ∞∑
j=j(Q)

[∫
Q

2js0p0 |∆̃η
j (f, x)|p0dx

]q0/p0}(1−θ)/q0

×

× sup
Q∈Q̃

1

|Q|τ1θ

{ ∞∑
j=j(Q)

[∫
Q

2js1p1 |∆̃η
j (f, x)|p1dx

]q1/p1}θ/q1
≤

≤ sup
Q∈Q̃

1

|Q|τ0(1−θ)

{ ∞∑
j=j(Q)

[∫
Q

2js0p0 |∆̃η
j (f, x)|p0dx

]q0/p0}(1−θ)/q0

×

× sup
Q∈Q̃

1

|Q|τ1θ

{ ∞∑
j=j(Q)

[∫
Q

2js1p1 |∆̃η
j (f, x)|p1dx

]q1/p1}θ/q1
=

= ‖f | Bs0,τ0
p0,q0(Tn)‖1−θ‖f | Bs1,τ1

p1,q1(Tn)‖θ.

Thus, Theorem 2 is completely proved as well.
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The field of nonlinear differential equations have made significant contribution in understanding nonlinear
dynamics and its complex phenomenon. One such evolution equation is Kawahara equation, which has
gained its importance in plasma physics and allied fields. Many researchers are interested to work on their
soliton, multi-solitons solutions and to study other properties such as stability, integrability, conservation
laws and so on. The aim of the paper is to study the Coupled Kawahara equation and to deduce its soliton
solutions. The coupled equation is treated with the ansatz method and the tanh method to compute soliton
solutions. The novelty of this work is to demonstrate the fact, that the derived system efficiently gives
two governing equations admitting solitary wave solutions. Further, in the coupled equation, one equation
has the nonlinear term vvx addition to the Kawahara equation, while the other is the modified Kawahara
equation. Scope for future works is also highlighted.

Keywords: Evolution Equation, Bounded solutions, the Ansatz method, the Tanh method.

2020 Mathematics Subject Classification: 35L55, 35Q51.

Introduction

The study of nonlinear dynamics has significantly advanced our understanding of various physical
phenomena through nonlinear partial differential equations. One prominent area within this field is
solitary wave theory. The concept of solitary waves was first observed empirically by John Scott Russell
in 1844 [1]. Later, in 1965, Korteweg and de Vries formulated the mathematical representation of these
waves, now known as the KdV equation. This third-order nonlinear differential equation, involving
spatial derivatives, has found extensive applications in areas such as shallow water wave theory, ocean
engineering, optics, and related disciplines [2–5].

The Kawahara equation is a significant evolution equation used to model various physical phe-
nomena, including plasma dynamics and gravity waves on viscous liquid surfaces. It also describes
magneto-acoustic wave behavior in plasma and the dynamics of long water waves beneath ice-covered
surfaces [3–9]. Essentially, the Kawahara equation extends the KdV equation by incorporating a fifth-
order term. However, unlike the KdV equation, it is not integrable, as it does not appear in Hietarinta’s
classification of integrable systems [10].

In [8], the governing model for waves in dispersive media was introduced. In [11], travelling wave
solutions for the Kawahara equation and its modified form were derived. A comparison of two numer-
ical approaches for solving the Kawahara equation was presented in [12]. Solitary wave solutions for
the modified Kawahara equation were explored in [13], while the soliton solution for the generalized
Kawahara equation was provided in [14]. Additionally, solitary wave solutions for the Hirota-Satsuma
coupled KdV equation have been studied in [15,16].

There are many methods to solve the nonlinear evolution equations namely, the Adomian decompo-
sition method, the Homotopy perturbation method, the Hirota’s Bilinear method, the Bilinear neural
network method, Lie symmetry analysis, the tanh method and so on [17–19].
∗Corresponding author. E-mail: bharatha.k12@gmail.com
Received: 13 November 2023; Accepted: 10 December 2024.
c© 2025 The Authors. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/)
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In our work, first we obtain the coupled Kawahara equation by transforming it into a function of
complex variable. Further, the solitons of the coupled equation are computed using the ansatz method
and the tanh method. Computed solutions are simulated using Maple. Further, analysis of solutions
is carried out, which conveys that the transformed coupled equation resembles Kawahara type and the
modified Kawahara equation.

1 Soliton Solutions

The Kawahara equation is the extension of KdV equation with higher order dispersion term pxxxxx
which reads as [4, 8, 14] :

pt + 6ppx + pxxx − pxxxxx = 0 ; x, t > 0 ∈ R. (1)

By considering,
p(x, t) = u(x, t) + i v(x, t),

in equation (1) results in the coupled Kawahara equation:

ut + 6uux − 6vvx + uxxx − uxxxxx = 0, (2)

vt + 6uvx + 6vux + vxxx − vxxxxx = 0. (3)

If v = 0, the above system of equations (2) and (3) will reduce to the well known Kawahara equation.

To study this coupled system and its soliton solution, we use the ansatz method and the tanh
method in the following section.

1.1 The ansatz method

As noted earlier, v = 0 results in the Kawahara equation and its soliton solution is of the form
sech4 we begin with the ansatz,

u(x, t) = A sechMk(x− ct), (4)

v(x, t) = B sechNk(x− ct), (5)

where M,N ∈ N; k, c, A > 0 and B > 0 are scalars from the field R.
The restriction of A and B to be positive is to retain the coupled system.
By balancing the higher nonlinear term and higher linear term, we obtain M = 4 and N = 2.

Substituting this M and N in equation (4) and (5), we get

u(x, t) = A sech4k(x− ct),

v(x, t) = B sech2k(x− ct).
(6)

Now, substituting the above expressions u, v of (6) into the equation (2), we obtain,

[Ac− 6A2 + 14Ak2 + 376Ak4 + 3B2]

+ [6A2 − 30Ak2 − 120Ak4] tanh2 k(x− ct)

+ [6A2 − 1680Ak4] tanh2 k(x− ct) sech2k(x− ct) = 0.

As the set {1, tanh2 k(x− ct), tanh2 k(x− ct) sech2k(x− ct)} is linearly independent, it leads to,

Ac− 6A2 + 14Ak2 + 376Ak4 + 3B2 = 0,

6A2 − 30Ak2 − 120Ak4 = 0,

6A2 − 1680Ak4 = 0.
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Solving the above system gives the values of A and k as

A = 280k4, k = ± 1

2
√
13

, and c =
−1014B2

35
+

36

169
, with c <

36

169
.

Therefore, solutions are

u1(x, t) = 280k4sech4
{
± 1

2
√
13

(
x−

(−1014B2

35
+

36

169

)
t

)}
and

v1(x, t) = B sech2
{
± 1

2
√
13

(
x−

(−1014B2

35
+

36

169

)
t

)}
.

(7)

Now, using u and v of (6) in equation (3), we observe that

[Bc− 18AB + 8Bk2 + 136Bk4]

+ [18AB − 12Bk2 − 120Bk4] tanh2 k(x− ct)

+ [18AB − 360Bk4] tanh2 k(x− ct) sech2k(x− ct)) = 0.

This in turn implies the system of equations

Bc− 18AB + 8Bk2 + 136Bk4 = 0,

18AB − 12Bk2 − 120Bk4 = 0,

18AB − 360Bk4 = 0.

Solving the above system, we obtain

A = 20k4, B = B, c =
4

25
and k = ± 1

2
√
5
.

Therefore, the corresponding solutions for above values are given by

u2(x, t) = 20k4sech4
(
± 1

2
√
5

(
x− 4

25
t

))
and

v2(x, t) = B sech2
(
± 1

2
√
5

(
x− 4

25
t

))
.

(8)

1.2 The tanh method

In this subsection, we replicate the soliton solutions that are obtained using the ansatz method
using the tanh method. For more details refer [4, 20–23].

By introducing a new variable z = x− ct in (2) and (3), we obtain

− cU (1) + 6UU (1) − 6V V (1) + U (3) − U (5) = 0, (9)

− cV (1) + 6(UV )(1) + V (3) − V (5) = 0. (10)

The above equations (9) and (10) can be integrated once to get,

− cU + 3U2 − 3V 2 + U (2) − U (4) = 0, (11)

− cV + 3UV + V (2) − V (4) = 0. (12)
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Let U(Y ) =
M∑
j=0

ajY
j and V (Y ) =

∑N
j=0 bjY

j , where U (n) =
dnU

dZn
, Y = tanhZ, M,N ∈ N,

aj and bj are real coefficients need to be determined.
By balancing the power of highest order of the derivative and nonlinear terms: U (4) and U2 of (11),

we obtain M = 4.
Analogously, balancing powers for the equation (12), we obtain N = 2. So, we have

U(Y ) = a0 + a1Y + a2Y
2 + a3Y

3 + a4Y
4, (13)

V (Y ) = b0 + b1Y + b2Y
2. (14)

Using equation (13) in (9), we obtain the following system of equations:

−ca0 + 3a20 − 3b20 + 2a2k
2 + 16a4k

4 =0,

−ca1 + 6a0a1 + 6a3k
2 − 2a1k

2 − 16a1k
4 + 120a4k

4 =0,

−ca2 + 6a0a2 + 3a21 + 12a4k
2 − 8a2k

2 − 136a2k
4 + 480a4k

4 =0,

−ca3 + 6a0a3 + 6a1a2 + 2a1k
2 − 18a3k

2 − 576a3k
4 + 40a1k

4 =0,

−ca4 + 6a0a4 + 6a1a3 + 3a22 + 6a2k
2 − 32a4k

2 − 1696a4k
4 + 240a2k

4 =0,

6a1a4 + 6a2a3 + 12a3k
4 − 24a1k

4 + 816a3k
4 =0,

6a2a4 + 3a23 + 20a4k
2 − 120a2k

4 + 2080a4k
4 =0,

6a3a4 − 360a3k
4 =0,

3a24 − 840a4k
4 =0.

Solving the above system of equations, we obtain

c = − 1

39

[
495040k8 + 31360k6 + 280k4 + 117b20 − 117a20

a0

]
,

a1 = 0, a2 = −
1120

3
k4 − 140

39
k2, a3 = 0, a4 = 280k4,

b1 = 0, a0 6= 0, b2, and b0 are arbitrary constants.

By fixing a0 = a4, a2 = −2a4 and b2 = −b0, results in k = ± 1

2
√
13

and c =
36

169
− 1014

35
b20, which

agrees with the ansatz method.

u1(x, t) = 280k4sech4
{
± 1

2
√
13

(
x−

(−1014b20
35

+
36

169

)
t

)}
and

v1(x, t) = b0 sech2
{
± 1

2
√
13

(
x−

(−1014b20
35

+
36

169

)
t

)}
.

Now, using (14) in (12), we obtain system of equations:

−cb0 + 6a0b0 + 2b2k
2 + 16b2k

4 = 0,

−cb1 + 6a0b1 + 6a1b0 − 2b1k
2 − 16b1k

4 = 0,

−cb2 + 6a0b2 + 6a1b1 + 6a2b0 − 8b2k
2 − 136b2k

4 = 0,

6(a1b2 + a2b1 + b0a3) + 2b1k
2 + 40b1k

4 = 0,

6(a4b0 + a2b2 + a3b1 + b2k
2) + 240b2k

4 = 0,

6(a3b2 + a4b1)− 24b1k
4 = 0,

6a4b2 − 120b2k
4 = 0.
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Solving the above system of equations, we obtain

a0 =
8

3
k4 +

1

3
k2 +

1

6
c, a1 = 0, a2 = −(20k2 + 1)k2,

a3 = 0, a4 = 20k4, b1 = 0,

b0, b2, and c are arbitrary constants.

By fixing a0 = a4 and a2 = −2a4, will result in k = ± 1

2
√
5
and c =

4

25
. Hence,

u2(x, t) = 20k4sech4
(
± 1

2
√
5

(
x− 4

25
t

))
and

v2(x, t) = b0 sech2
(
± 1

2
√
5

(
x− 4

25
t

))
.

2 Plots of the Solutions

In this subsection, we simulate the solutions of the coupled equation using maple package [24].

Figure 1. Plots of (7) with b =
1

2

Figure 2. Plots of (8) with b =
1

2
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3 Analysis of Solutions

We observe that, the solutions u(x, t) and v(x, t) are related by u = A
B2 v

2, then equation (3) will
reduce to vt + 18 A

B2 v
2vx + vxxx − vxxxxx = 0.

So, the coupled equation (2) and (3) will be of the form,

ut + 6uux − 6vvx + uxxx − uxxxxx = 0, (15)

vt + 18
A

B2
v2vx + vxxx − vxxxxx = 0. (16)

Equation (15) is the Kawahara type equation with the additional term vvx to the Kawahara equation
and equation (16) is the modified Kawahara equation. Further, one can observe that the solutions

simulated in Figure 1 and Figure 2, for a particular choice b =
1

2
. The solution given in equation (7)

indicated by Figure 1 has a slightly high amplitude compared to the solution given by equation (8),
which is depicted in Figure 2.

4 Discussion

In conclusion, transforming the Kawahara equation to a coupled system results in two different
governing equations in which one is Kawahara type equation and the other is the modified Kawahara
equation. As a scope for further work, one can compute the other solutions such as periodic solution,
shock solution and singular solution to the discussed system.
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In this work, a model boundary value problem for a parabolic equation with a Bessel operator was inves-
tigated. The solution to the problem under consideration is sought as a sum of thermal potentials: the
double-layer and volume potentials, which reduces the problem to a Volterra integral equation of the second
kind. The questions of existence and uniqueness of the obtained integral equation were investigated. The
existence condition for the solution to the given problem was found. It is shown that if this condition is
fulfilled, the problem has a single solution. The problem considered in this paper is called a model problem
because the region in which the solution of the problem is sought is cylindrical and its results will be used
in solving boundary value problems for the parabolic equation in noncylindrical regions having different
order of degeneracy of the solution region to a point at the initial moment of time.

Keywords: heat equation, boundary value problem, Bessel operator, cylindrical domain, double layer ther-
mal potential, thermal volume potential, Volterra integral equation, Laplace transform, homogeneous and
inhomogeneous integral equation, resolvent.
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Introduction

In modern conditions, the rapid advancement of contact technology and increasing electrical device
speeds make precise temperature field measurement in contact systems particularly important. In
addition, it is important to study the dynamics of temperature field changes in time. When studying
temperature processes in high-current contacts, it is necessary to take into account changes in the
dimensions of the contact area, which occur both under the influence of electrodynamic forces and due
to melting of the contact material at high temperatures.

During the electrode opening process, the temperature at the contact surface reaches the melting
point, resulting in the formation of a liquid metal bridge between the electrodes. As further opening
occurs, the bridge separates, causing material transfer from one electrode to the other. This process,
known as bridge erosion, can significantly affect the performance of the contact system.

A distinctive characteristic of such problems, from a mathematical perspective, is the presence of a
movable boundary in the solution domain, along with the fact that, at the initial moment, the contacts
are closed, causing the solution domain to degenerate into a point. The solution of such thermal
problems requires the application of generalized thermal potentials and the subsequent transformation
of the initial boundary value problem to Volterra-type integral equations. In some cases, for example,
when the order of degeneration of the region to a point is high enough, the integral equations will be
singular, namely, the classical method of successive approximations is not applicable to them [1–14].

Earlier we considered boundary value problems for parabolic equations with Bessel operator in the
domain Q = {(r, t)| 0 < r < tω, t > 0} at ω > 1

2 . The problem considered in this paper is called a
∗Corresponding author. E-mail: gulmanov.nurtay@gmail.com
This research was funded by the Science Committee of the Ministry of Science and Higher Education of the Republic

of Kazakhstan (Grant No. AP23488729, 2024–2026).
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model problem because the domain in which the solution of the problem is sought is cylindrical and its
solution will be used in solving the problem in the case when the boundary of the domain will change
according to the law x = tω, 0 < ω < 1

2 .

1 Problem statement

In the region Q = {(r, t)| 0 < r < 1, 0 < t < T}, the following boundary value problem is consid-
ered:

∂u

∂t
= a2 · 1− 2β

r
· ∂u
∂r

+ a2 · ∂
2u

∂r2
+ f(r, t), (1)

u(r, t)|r=0 = 0, t > 0, (2)

u(r, t)|r=1 = 0, t > 0, (3)

u(r, t)|t=0 = 0, (4)

where 0 < β < 1, f(r, t) is a given function.

2 Fundamental solution for equation (1)

In the domain Q∞ = {(r, t)| r > 0, t > 0} consider the boundary value problem for the homoge-
neous equation

∂u

∂t
= a2 · 1− 2β

r
· ∂u
∂r

+ a2 · ∂
2u

∂r2
, (5)

corresponding to the inhomogeneous equation (1) of the basic boundary value problem, at boundary
conditions

u(r, t)|r=0 = 0, t > 0, (6)

u(r, t)|r=∞ = 0, t > 0, (7)

and the initial condition
u(r, t)|t=0 =

δ(r − ξ)
r1−2β

, (8)

where δ(z) is the Dirac delta function, ξ > 0. Applying to the problem (5)–(8) the Laplace transform
on the variable t, we obtain the boundary value problem for the ordinary differential equation

∂2û

∂r2
+

1− 2β

r
· ∂û
∂r
− p

a2
· û = −δ(r − ξ)

a2r1−2β
(9)

with boundary conditions
û(r, p)|r=0 = 0, (10)

û(r, p)|r=∞ = 0. (11)

This boundary value problem (9)–(11) has a single solution û(r, p) = Ĝ(r, p, ξ), where

Ĝ(r, p, ξ) =


rβ ·ξβ
a2
·Kβ

(
ξ
√
p

a

)
· Iβ

(
r
√
p

a

)
, 0 < r < ξ,

ξβ ·rβ
a2
· Iβ

(
ξ
√
p

a

)
·Kβ

(
r
√
p

a

)
, ξ < r <∞,

where Iβ(z), Kβ(z) are cylindrical functions of imaginary argument of order β (Infeld and McDonald
functions). The function Ĝ(r, p, ξ) belongs to the class of Laplace transform images. Performing its
inversion [15; 350], we obtain

G(r, ξ, t) =
1

2a2
· r

β · ξ1−β

t
· exp

[
−r

2 + ξ2

4a2t

]
· Iβ

(
rξ

2a2t

)
.
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Let us replace the variable t in the function G(r, ξ, t) by (t− τ), then

G(r, ξ, t− τ) =
1

2a2
· r

β · ξ1−β

t− τ
· exp

[
− r2 + ξ2

4a2(t− τ)

]
· Iβ

(
rξ

2a2(t− τ)

)
,

which has the following properties:

lim
r→0

G(r, ξ, t− τ) = 0, τ < t, ξ > 0,

lim
r→∞

G(r, ξ, t− τ) = 0, τ < t, ξ > 0,

lim
τ→t

G(r, ξ, t− τ) = 0, r 6= ξ,

lim
τ→t

∫ ∞
0

G(r, ξ, t− τ) · r1−2βdr = 1.

This function will be used to construct the thermal potential of the double layer in the domain
Q = {(r, t)| 0 < r <∞, 0 < t < T} :

W (r, t) = 2a2
∫ t

0

∂G(r, ξ, t− τ)

∂ξ

∣∣∣∣
ξ=1

· g(τ)dτ,

and thermal volume potential in the region Q = {(r, t)| 0 < r <∞, 0 < t < T}:

F (r, t) =

∫ t

0
dτ

∫ 1

0
f(ξ, τ)·G(r, ξ, t− τ) · ξ1−2βdξ.

Remark 1. The density f(r, t) is defined and continuous in the domain {(r, t)| 0 < r ≤ 1, 0 < t < T},
and inside the domain there is an estimate:

|f(r, t)| ≤M · rγ , M = const, γ > −2 + β. (12)

The following properties are valid for the function F (r, t).
1. The function F (r, t) is defined and continuous in the domain Q = {(r, t)| 0 < r <∞, 0 < t < T}

and for any values t > 0 the equality is true

lim
r→0

F (r, t) = 0.

2. Everywhere in the region Q = {(r, t)| 0 < r <∞, 0 < t < T} there exists and is continuous the
derivative ∂F

∂r , which is defined as follows:

∂F

∂r
=

∫ t

0
dτ

∫ 1

0
f(ξ, τ)·∂G(r, ξ, t− τ)

∂r
· ξ1−2βdξ.

3. In the domain Q = {(r, t)| 0 < r <∞, 0 < t < T} there exists and is continuous the derivative
∂F
∂t , which is defined by the equality

∂F

∂t
=

∫ t

0
dτ

∫ 1

0
f(ξ, τ)·∂G(r, ξ, t− τ)

∂t
· ξ1−2βdξ + f(r, t).
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3 Reduction of the boundary value problem (1)–(4) to the Volterra integral equation

As we found out, the fundamental solution for equation (1) is the function

G(r, ξ, t− τ) =
1

2a2
· r

β · ξ1−β

t− τ
· exp

[
− r2 + ξ2

4a2(t− τ)

]
· Iβ

(
rξ

2a2(t− τ)

)
,

where ξ is a parameter, 0 < β < 1, Iβ(z) is a modified Bessel function of order β. The solution of
problem (1)–(4) is found as a sum of the thermal double-layer potential and the volume potential:

u(r, t) =

∫ t

0

∂G(r, ξ, t− τ)

∂ξ

∣∣∣∣
ξ=1

µ(τ)dτ +

∫ t

0

∂G(r, ξ, t− τ)

∂ξ

∣∣∣∣
ξ=0

ν(τ)dτ + F (r, t),

where

F (r, t) =

∫ t

0
dτ

∫ 1

0
f(ξ, τ)·G(r, ξ, t− τ) · ξ1−2βdξ,

and the densities µ(t) and ν(t) are to be defined. Using the fact that

∂G(r, ξ, t− τ)

∂ξ

∣∣∣∣
ξ=0

=
1

(2a2)β+1
· r2β

2β(t− τ)β+1
· 1

βΓ(β)
· exp

[
− r2

4a2(t− τ)

]
,

and

∂G(r, ξ, t− τ)

∂ξ

∣∣∣∣
ξ=1

=
rβ(r − 1)

4a4(t− τ)2
· exp

[
− (r − 1)2

4a2(t− τ)

]
· exp

[
− r

2a2(t− τ)

]
Iβ

(
r

2a2(t− τ)

)
+

+
rβ+1

4a4(t− τ)2
· exp

[
− (r − 1)2

4a2(t− τ)

]
exp

[
− r

2a2(t− τ)

]
Iβ−1,β

(
r

2a2(t− τ)

)
+

+
rβ(1− 2β)

2a2(t− τ)
· exp

[
− (r − 1)2

4a2(t− τ)

]
· exp

[
− r

2a2(t− τ)

]
· Iβ

(
r

2a2(t− τ)

)
,

where the designation
Iβ−1,β(z) = Iβ−1(z)− Iβ(z),

we obtain the integral representation of the solution of the equation:

u(r, t) =

∫ t

0

{
rβ(r − 1)

4a4t(t− τ)2
exp

[
− (r − 1)2

4a2(t− τ)

]
exp

[
− r

2a2(t− τ)

]
Iβ

(
r

2a2(t− τ)

)
+

+
rβ+1

4a4(t− τ)2
exp

[
− (r − 1)2

4a2(t− τ)

]
exp

[
− r

2a2(t− τ)

]
Iβ−1,β

(
r

2a2(t− τ)

)
+

+
rβ(1− 2β)

2a2(t− τ)
exp

[
− (r − 1)2

4a2(t− τ)

]
exp

[
− r

2a2(t− τ)

]
· Iβ

(
r

2a2(t− τ)

)}
µ(τ)dτ+

+

∫ t

0

1

(2a2)β+1
· r2β

2β(t− τ)β+1
· 1

βΓ(β)
· exp

[
− r2

4a2(t− τ)

]
· ν(τ)dτ + F (r, t),

(13)

where
µ(t) ∈ L∞(0,∞). (14)
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Using the boundary condition (2) for (13), we determine that the density

ν(t) = 0.

Then

u(r, t) =

∫ t

0

{
rβ(r − 1)

4a4(t− τ)2
exp

[
− (r − 1)2

4a2(t− τ)

]
exp

[
− r

2a2(t− τ)

]
Iβ

(
r

2a2(t− τ)

)
+

+
rβ+1

4a4(t− τ)2
exp

[
− (r − 1)2

4a2(t− τ)

]
exp

[
− r

2a2(t− τ)

]
Iβ−1,β

(
r

2a2(t− τ)

)
+

+
rβ(1− 2β)

2a2(t− τ)
exp

[
− (r − 1)2

4a2(t− τ)

]
exp

[
− r

2a2(t− τ)

]
· Iβ

(
r

2a2(t− τ)

)}
µ(τ)dτ+

+F (r, t).

(15)

Using the boundary condition (3), we obtain the integral equation with respect to the unknown
density µ(t):

µ(t)−
∫ t

0

2∑
i=1

Ni(t, τ) · µ(τ)dτ = f(t), (16)

where

N1(t, τ) =
1− 2β

t− τ
exp

[
− 1

2a2(t− τ)

]
· Iβ

(
1

2a2(t− τ)

)
,

N2(t, τ) =
1

2a2(t− τ)2
exp

[
− 1

2a2(t− τ)

]
Iβ−1,β

(
1

2a2(t− τ)

)
,

f(t) = F (t, t).

The solution of this integral equation, if it exists in the class of functions (14), is singular and can
be found by the method of successive approximations, since the estimates [16] are valid:

0 < e−z · Iβ(z) <
C1√
z
, 0 < e−z · Iβ−1,β(z) <

C1√
z3
, C1, C2 = const.

To clarify the question of existence of a solution to equation (16), we use the method of integral
Laplace transform.

4 Solution of the integral equation (16)

Let us apply the Laplace transform to both parts of the integral equation (16):

µ̂(p)
{

1−
[
N̂1(p) + N̂2(p)

]}
= f̂(p), Rep > 0,

µ̂(p) =
f̂(p)

1−
[
N̂1(p) + N̂2(p)

] . (17)

In order to find the image of the function N̂1(p) + N̂2(p) we will use:
1) formula (29.169) [15; 350];
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2) the property: let f(t) : f̂(p), then 1
t f(t) :

∫∞
p f̂(p)dp [17; 506]. Then we have:

N̂1(p) = 2(1− 2β)Kβ

(√
p

a

)
Iβ

(√
p

a

)
, Rep > 0,

N̂2(p) =
1

a2

∫ ∞
p

[
Kβ−1

(√
p

a

)
Iβ−1

(√
p

a

)
−Kβ

(√
p

a

)
Iβ

(√
p

a

)]
dp =

= 1− 2

√
p

a
Iβ

(√
p

a

)
Kβ−1

(√
p

a

)
, Rep > 0.

Let us show that the homogeneous integral equation

µ(t)−
∫ t

0

2∑
i=1

Ni(t, τ) · µ(τ)dτ = 0 (18)

has only zero solution in the class of functions µ(t) ∈ L∞(0,∞). For this purpose, let us find the roots
of the equation

1−
[
N̂1(p) + N̂2(p)

]
= 0

or

2Iβ

(√
p

a

)
·
{√

p

a
Kβ−1

(√
p

a

)
− (1− 2β)Kβ

(√
p

a

)}
= 0. (19)

Let Iβ
(√

p
a

)
= 0 in equality (19). According to the definition of Bessel function of imaginary

argument Iβ
(√

p
a

)
= e−

π
2
βiJβ

(
i
√
p
a

)
, where Jβ

(
i
√
p
a

)
is a cylindrical Bessel function of the first kind.

The function Jβ

(
i
√
p
a

)
has infinitely many valid roots for any valid β; if β > −1, all its roots are

valid and equal to i
√
pk
a = αk, pk = −a2α2

k, αk ∈ R, k ∈ Z\ {0} [18], which contradicts the Rep > 0
condition.

It is clear that the second multiplier at 1
2 < β < 1

√
p

a
Kβ−1

(√
p

a

)
− (1− 2β)Kβ

(√
p

a

)
6= 0,

and at 0 < β < 1
2 it has a single root p = p0 > 0. It follows that in this case the solution of the

homogeneous equation (18) is the function µ0(t) = C · ep0t, which does not belong to the class (14).
Thus, it is shown that the homogeneous integral equation (18) has only zero solution.

It follows from equality (17) at 0 < β < 1
2 that if the function f̂ (p) goes to zero at the point p0,

then the expression
f̂(p)

1−
[
N̂1(p) + N̂2(p)

]
has no poles and in this case equation (16) will have a single solution in the class of functions (14).
Thus, for solvability of equation (16) at 0 < β < 1

2 it is necessary and sufficient to fulfill the condition∫ ∞
0

e−p0tf(t)dt = 0.

If 1
2 < β < 1, then equation (16) is unconditionally solvable.
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Let this condition be satisfied. Let us find the solution of the inhomogeneous integral equation.
For this purpose, let us represent (17) in the following form:

µ̂(p) = f̂(p) + R̂(p) · f̂(p),

where

R̂(p) =
N̂1(p) + N̂2(p)

1−
[
N̂1(p) + N̂2(p)

] =
1− 2Iβ

(√
p
a

) [√
p
a Kβ−1

(√
p
a

)
− (1− 2β)Kβ

(√
p
a

)]
2Iβ

(√
p
a

) [√
p
a Kβ−1

(√
p
a

)
− (1− 2β)Kβ

(√
p
a

)] .

Let us use the properties of [15; 191]:
1. If ϕ(t) : ϕ̂(p), then

ϕ(αt) :
1

α
ϕ̂(
p

α
), α > 0. (20)

2. If ϕ̂(p) : ϕ(t), then

ϕ̂(
√
p) =

1

2
√
π
· 1

t
3
2

∫ ∞
0

τ · e−
τ2

4t ϕ(τ)dτ. (21)

For convenience we introduce the notation
√
p
a = z and find the original expression

R̂∗(z) =
1− 2Iβ(z) [zKβ−1(z)− (1− 2β)Kβ(z)]

2Iβ(z) [zKβ−1(z)− (1− 2β)Kβ(z)]
.

According to [17; 519]:

R̂∗(z) =
A(z)

B(z)
:

+∞∑
−∞

A(zk)

B′(zk)
e−zky,

where zk are zeros of the function

B(z) = 2Iβ(z) [zKβ−1(z)− (1− 2β)Kβ(z)] .

1) Let yβ(z) = zKβ−1(z)− (1− 2β)Kβ(z) = 0. This equation, as noted earlier, has one root z0 at
0 < β < 1

2 .
2) Let Iβ(z) = e−

π
2
βiJβ(iz) = 0. Therefore, izk = αk or zk = −iαk, where αk ∈ R.

Then

R̂∗(z) =
A(z)

B(z)
:

+∞∑
−∞

A(zk)

B′(zk)
e−zky =

∑
k∈Z\{0}

A(zk)

B′(zk)
e−zky +

A(z0)

B′(z0)
e−z0y = R∗−(y),

where
B(z) = 2Iβ(z) [zKβ−1(z)− (1− 2β)Kβ(z)] ,

B′(z) = 2Iβ−1(z) [zKβ−1(z)− (1− 2β)Kβ(z)] + 2(1− 2β)Iβ(z)Kβ−1(z)+

+

(
4β(1− 2β)

z
− 2z

)
Iβ(z)Kβ(z).

Thus, we obtained that at 0 < β < 1
2 :

R∗(y) =
∑

k∈Z\{0}

e−zky

2Iβ−1(zk) [zkKβ−1(zk)− (1− 2β)Kβ(zk)]
+

e−z0y

2Iβ(z0)Kβ−1(z0)
[
1− 1

1−2β z
2
0

] . (22)
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Let us introduce the following notations:

Aβ,k =
1

2Iβ−1(zk) [zkKβ−1(zk)− (1− 2β)Kβ(zk)]
, Aβ,0 =

1

2Iβ(z0)Kβ−1(z0)
[
1− 1

1−2β z
2
0

] .
From equality (22) and properties of (20) and (21) we have:

R̂

(√
p

a

)
: R(t) =

a2

2
√
πt

3
2

·
∑

k∈Z\{0}

Aβ,k ·
∫ ∞
0

τe−
τ2

4t
−ia2αkτdτ +

a2

2
√
πt

3
2

·Aβ,0 ·
∫ ∞
0

τe−
τ2

4t
−z0a2τdτ,

where αk are zeros of the function Jβ(z). For the resolvent R(t) the following estimation is valid

R(t) ≤ a2π

4
√
t
.

Remark 2. At 0 < β < 1
2 it follows from the equality (17) that for solvability of the integral

equation (15) it is necessary and sufficient to fulfill the condition∫ ∞
0

e−p0tf(t)dt = 0, (23)

where f(t) = limr→t F (r, t).

Theorem 1. For any function f(t) ∈ C(0, T ), equation (16) has a single solution if 1
2 < β < 1.

When 0 < β < 1
2 , it is necessary and sufficient for the solvability of the integral equation (16) that

condition (23) is satisfied. In this case, for any function f(t) ∈ C(0, T ), the integral equation (16) has
a single solution.

Remark 3. If at 0 < β < 1
2 condition (23) is not satisfied, then equation (16) has no solutions in

the chosen class of functions. However, this result does not contradict the well-known fact that the
Volterra equation always has a single solution. Equation (16) belongs to the class of Volterra-type
equations of the second kind and, therefore, in case the condition (23) is not satisfied, it will also be
solvable, but in a wider space of functions with exponential growth.

5 Solution of the boundary value problem (1)–(4)

Theorem 2. For any function f(r, t) from the class (12), the boundary value problem (1)–(4):
1) for 1

2 < β < 1 it has a single solution u(r, t) ∈ C(0, T );
2) when 0 < β < 1

2 , it is necessary and sufficient to fulfill condition (23) for the existence of
a solution. If this condition is satisfied, the problem has a single solution in the class of functions
u(r, t) ∈ C(0, T ).

Conclusion

In this work we study a model boundary value problem for a parabolic equation with a Bessel
operator. The existence condition for the solution to this problem at 0 < β < 1

2 is found. It is shown
that if this condition is fulfilled, the problem has a single solution. If 1

2 < β < 1, the problem is
unconditionally solvable. The results of this work will be used in solving boundary value problems
for parabolic equations in non-cylindrical regions having different order of degeneration of the solution
region to a point at the initial moment of time.
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Solution of nonlocal boundary value problems for the heat equation
with discontinuous coefficients, in the case of two discontinuity points
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In this paper, the solution of the initial-boundary value problem for the heat equation with a discontinuous
coefficient under periodic or antiperiodic boundary conditions in the case of two discontinuity points is
substantiated using the method of separation of variables. Using the replacement, the problem under
consideration is reduced to a self-adjoint problem. By means of the Fourier method, this problem is reduced
to the corresponding spectral problem. Then, the eigenvalues and eigenfunctions of this self-adjoint spectral
problem are found. In conclusion, the main theorem on the existence and uniqueness of the classical solution
to the problem under consideration is proved. The peculiarity of the problem under consideration is the
non-local boundary conditions and the presence of two discontinuity points, which have not been considered
before. The authors were able to find eigenvalues explicitly and construct eigenfunctions. This technique
is also applicable in the case of more than two discontinuity points. The solution obtained in explicit form
can be further used for numerical calculations.

Keywords: Heat equation with discontinuous coefficients, spectral problem, non-self-adjoint problem, Riesz
basis, classical solution, Fourier method.
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Introduction.
Problem statement and research metods

We consider an initial boundary value problem for the heat equation with a discontinuity constant
coefficient

∂uj
∂t

= k2j
∂2uj
∂x2

(1)

in the domain Ω = ∪Ωj , Ωj = {(x, t) : lj−1 < x < lj , 0 < t < T} (j = 1, 2, 3), with the initial condition

u(x, 0) = ϕ(x), l0 ≤ x ≤ l3, (2)

boundary conditions of the formu1(l0, t) + eiπθu3(l3, t) = 0,

k1
∂u1(l0, t)

∂x
+ eiπθk3

∂u3(l3, t)

∂x
= 0,

0 ≤ t ≤ T (3)

and with conjugation conditions

uj(lj − 0, t) = uj+1(lj + 0, t), 0 ≤ t ≤ T, j = 1, 2, (4)
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kj
∂u1(lj − 0, t)

∂x
= kj+1

∂uj+1(lj + 0, t)

∂x
, 0 ≤ t ≤ T, j = 1, 2, (5)

where l0 < l1 < l2 < l3, the coefficients kj > 0, θ = 1, 2.
Parabolic equations with discontinuous coefficients have been studied quite well [1–3]. In these

works, the correctness of various initial-boundary value problems for a parabolic equation with discon-
tinuous coefficients was proved using the Green function method and method of thermal potentials.
In the absence of a discontinuity, the spectral theory of these problems has been constructed almost
completely [4–6]. In [7], some properties of the eigenfunctions of the Sturm-Liouville operator with
discontinuous coefficients were studied. In the case of a discontinuous coefficient, the spectral theory
of such problems is considered in [8–12].

Works devoted to solving problems of multilayer diffusion should be especially noted. Mathemat-
ical models of diffusion in layered materials arise in many industrial, ecological, biological, medical
applications and the theory of thermal conductivity of composite materials. Diffusion in several layers
is used in a wide range of heat and mass transfer areas [13–21].

LetW be the linear variety of functions from the class u(x, t) ∈ C(Ω)∩C2,1(Ω1)∩C2,1(Ω2)∩C2,1(Ω3)
which satisfy all conditions (2)–(4). A function u(x, t) from the class u(x, t) ∈ W will be called a
classical solution to problem (1)–(5) if: 1) it is continuous in the domain Ω; 2) it has continuous
first-order derivatives with respect to t and continuous second-order derivatives with respect to x in
the domain; 3) it satisfies equation (1) and all conditions (2)–(5) in the usual, continuous sense.

First let’s consider the case θ = 1. After the next replacement uj(x, t) = vj(y, t), where

y =



x− l0
k1

, l0 < x < l1,

x− l1
k2

, l1 < x < l2,

x− l2
k3

, l2 < x < l3,

(6)

problem (1)–(5) take the following form:

∂vj
∂t

=
∂2vj
∂y2

(7)

in the domain Dj = {(y, t) : 0 < y < hj , 0 < t < T} (j = 1, 2, 3),

vj(y, 0) = ψj(y), 0 ≤ y ≤ hj , (8)v1(0, t)− v3(h3, t) = 0,
∂v1(0, t)

∂y
− ∂v3(h3, t)

∂y
= 0,

0 ≤ t ≤ T, (9)

v1(h1, t) = v2(0, t), v2(h2, t) = v3(0, t), 0 ≤ t ≤ T, (10)

∂v1(h1, t)

∂y
=
∂v2(0, t)

∂y
,

∂v2(h2, t)

∂y
=
∂v3(0, t)

∂y
, 0 ≤ t ≤ T, (11)

where
hj =

lj − lj−1
kj

, ψj(y) = ϕj(kjy + lj−1), j = 1, 2, 3. (12)

To solve problem (7)–(11), we apply the Fourier method: vj(y, t) = Yj(y) · T (t) 6= 0.
Substituting vj(y, t) = Yj(y) · T (t) into equation (7) and conditions (8)–(11), and separating the

variables, we obtain the following spectral problem
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LY (y) =


−Y ′′(x), 0 < y < h1
−Y ′′(x), 0 < y < h2
−Y ′′(x), 0 < y < h3

 = λY (y), (13)

{
Y1(0)− Y3(h3) = 0,

Y ′1(0)− Y ′3(h3) = 0,
(14)

Y1(h1) = Y2(0), Y2(h2) = Y3(0), Y ′1(h1) = Y ′2(0), Y ′2(h2) = Y ′3(0). (15)

The function T (t) is a solution to the equation

T ′(t) + λT (t) = 0.

The following holds:
Lemma 1. Spectral problem (13)–(15) is self-adjoint.
The proof is carried out by direct calculation.
Now we will find the eigenvalues and construct the eigenfunctions of spectral problem (13)–(15).

The general solution to equation (13) has the form:
Y1(y) = c1cos

√
λy + c2sin

√
λy, 0 < y < h1,

Y2(y) = c3cos
√
λy + c4sin

√
λy, 0 < y < h2,

Y3(y) = c5cos
√
λ(h3 − y) + c6sin

√
λ(h3 − y), 0 < y < h3,

(16)

where cj are arbitrary constants (j = 1, 2, 3, 4, 5, 6).
Substituting general solution (16) into boundary conditions (14) and conjugation conditions (15)

we obtain the following system

c1 = c5,

c2 = −c6,
c1 cos

√
λh1 + c2 sin

√
λh1 = c3,

−c1 sin
√
λh1 + c2 cos

√
λh1 = c4,

c3 cos
√
λh2 + c4 sin

√
λh2 = c5 cos

√
λh3 + c6 sin

√
λh3,

−c3 sin
√
λh2 + c4 cos

√
λh2 = c5 sin

√
λh3 − c6 cos

√
λh3.

The characteristic determinant of the system has the form:

∆(λ) = 2− 2 cos(s3
√
λ) = 0,

where s3 =
3∑
j=1

hj =
3∑
j=1

lj − lj−1
kj

. From the last equation we find the eigenvalues of problem (13)–(15):

λn =

(
2πn

s3

)2

, n = 0, 1, 2, ... (17)

Since these eigenvalues are twofold, the following eigenfunctions correspond to them:

Yn(y) = C



cos

(
2πn

s3
y

)
, 0 < y < h1,

cos

(
2πn

s3
(h2 + h3 − y)

)
, 0 < y < h2,

cos

(
2πn

s3
(h3 − y)

)
, 0 < y < h3,

(18)
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Ỹn(y) = C



sin

(
2πn

s3
y

)
, 0 < y < h1,

sin

(
2πn

s3
(y − h2 − h3)

)
, 0 < y < h2,

−sin
(

2πn

s3
(h3 − y)

)
, 0 < x < h3.

(19)

Lemma 2. The system of eigenfunctions (18)-(19) forms an orthonormal basis.
The proof follows from the general theory of self-adjoint problems. From the normalization condi-

tion it is not difficult to find C =

√
2

s3
.

From Lemma 2 it follows that the solution to problem (7)–(11) can be written in the following
form:

vj(y, t) =
∞∑
n=0

(
ϕnYn(y) + ϕ̃nỸn(y)

)
e−λnt,

where

ϕn =

h1∫
0

ψ1(η)Yn(η)dη +

h2∫
0

ψ2(η)Yn(η)dη +

h3∫
0

ψ3(η)Yn(η)dη, (20)

ϕ̃n =

h1∫
0

ψ1(η)Ỹn(η)dη +

h2∫
0

ψ2(η)Ỹn(η)dη +

h3∫
0

ψ3(η)Ỹn(η)dη. (21)

Let us transform formula (20). In each integral we make the following replacements, respectively:

η =
ξ − lj−1
kj

, dη =
dξ

kj
, (j = 1, 2, 3). Taking into account formula (12), we obtain

ϕn =
1

k1

l1∫
l0

ϕ1(ξ)Yn(
ξ − l0
k1

)dξ +
1

k2

l2∫
l1

ϕ2(ξ)Yn(
ξ − l1
k2

)dξ +
1

k3

l3∫
l2

ϕ3(ξ)Yn(
ξ − l2
k3

)dξ. (22)

Similarly, transforming formula (21), we have

ϕ̃n =
1

k1

l1∫
l0

ϕ1(ξ)Ỹn(
ξ − l0
k1

)dξ +
1

k2

l2∫
l1

ϕ2(ξ)Ỹn(
ξ − l1
k2

)dξ +
1

k3

l3∫
l2

ϕ3(ξ)Ỹn(
ξ − l2
k3

)dξ. (23)

If we move to the initial variable using formula (6), then formulas (18)–(19) take the form:

Yn(y) =

√
2

s3


Yn(

x− l0
k1

), l0 < x < l1,

Yn(
x− l1
k2

), l1 < x < l2,

Yn(
x− l2
k3

), l2 < x < l3,

=

√
2

s3



cos

(
2πn

s3

(
x− l0
k1

))
, l0 < x < l1,

cos

(
2πn

s3

(
l2 − x
k2

+
l3 − l2
k3

))
, l1 < x < l2,

cos

(
2πn

s3

(
l3 − x
k3

))
, l2 < x < l3,

Ỹn(y) =

√
2

s3


Ỹn(

x− l0
k1

), l0 < x < l1,

Ỹn(
x− l1
k2

), l1 < x < l2,

Ỹn(
x− l2
k3

), l2 < x < l3,

=

√
2

s3



sin

(
2πn

s3

(
x− l0
k1

))
, l0 < x < l1,

sin

(
2πn

s3

(
x− l2
k2

+
l2 − l3
k3

))
, l1 < x < l2,

sin

(
2πn

s3

(
x− l3
k3

))
, l2 < x < l3.
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We redesignate the last formulas as follows: Yn(y) = Xn(x), Ỹn(y) = X̃n(x). Then

Xn(x) =

√
2

s3



cos

(
2πn

s3

(
x− l0
k1

))
, l0 < x < l1,

cos

(
2πn

s3

(
l2 − x
k2

+
l3 − l2
k3

))
, l1 < x < l2,

cos

(
2πn

s3

(
l3 − x
k3

))
, l2 < x < l3,

X̃n(x) =

√
2

s3



sin

(
2πn

s3

(
x− l0
k1

))
, l0 < x < l1,

sin

(
2πn

s3

(
x− l2
k2

+
l2 − l3
k3

))
, l1 < x < l2,

sin

(
2πn

s3

(
x− l3
k3

))
, l2 < x < l3.

Since the system of eigenfunctions {Yn(y), Ỹn(y)} forms a basis, the functions {Xn(x), X̃n(x)} also
form a basis. Formulas (22)-(23) have the form:

ϕn =
1

k1

l1∫
l0

ϕ1(ξ)Xn(ξ)dξ +
1

k2

l2∫
l1

ϕ2(ξ)Xn(ξ)dξ +
1

k3

l3∫
l2

ϕ3(ξ)Xn(ξ)dξ, (24)

ϕ̃n =
1

k1

l1∫
l0

ϕ1(ξ)X̃n(ξ)dξ +
1

k2

l2∫
l1

ϕ2(ξ)X̃n(ξ)dξ +
1

k3

l3∫
l2

ϕ3(ξ)X̃n(ξ)dξ. (25)

Now let’s prove the main theorem.
Theorem. Let ϕ(x) be a continuously differentiable function satisfying the conditions ϕ(l0) = ϕ(l3),

k1ϕ
′(l0) = k3ϕ

′(l3), ϕ(lj − 0) = ϕ(lj + 0), kjϕ
′(lj − 0) = kj+1ϕ

′(lj + 0) (j = 1, 2).

Then the function

u(x, t) =

∞∑
n=0

(
ϕnXn(x) + ϕ̃nX̃n(x)

)
e−λnt, (26)

where the coefficients are determined by formulas (24)-(25), is the only classical solution of (1)–(5).
Proof. First we prove the existence of solution (26). Since

{
Xn(x), X̃n(x)

}
the eigenfunctions

and λn eigenvalues of problem (13)–(15), then it is easy to verify that the function u(x, t) determined
by formula (26) satisfies the equation, initial condition, boundary conditions and pairing conditions of
problem (1)–(5). Series (26) is the sum of functions

un(x, t) =
(
ϕnXn(x) + ϕ̃nX̃n(x)

)
e−λnt. (27)

Let us show that when t ≥ ε > 0 (ε is any positive number) the series
∞∑
n=0

un(x, t),
∞∑
n=0

∂un
∂t

,

∞∑
n=0

∂2un
∂x2

converges uniformly. Obviously, |ϕ| ≤ M1 then from formula (27) it follows that{
|ϕn|, |ϕ̃n|

}
≤M2. Then from equality (27) and from the following equalities

∂un
∂t

=
(
−λnXn(x)ϕn − λnX̃n(x)ϕ̃n

)
e−λnt,

∂2un
∂x2

=
λn
k2j

(
−Xn(x)ϕn − X̃n(x)ϕ̃n

)
e−λnt,
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we get

|un(x, t)| ≤M3e
−λnε,

{∣∣∣∣∣∂un∂t
∣∣∣∣∣,
∣∣∣∣∣∂2un∂x2

∣∣∣∣∣
}
≤M4λne

−λnε,

where constants M3,M4 positive and does not depend on n. Taking into account formula (17), we
have { ∞∑

n=1

∣∣∣un(x, t)
∣∣∣, ∞∑
n=1

∣∣∣∣∣∂un∂t
∣∣∣∣∣,
∞∑
n=1

∣∣∣∣∣∂2un∂x2

∣∣∣∣∣
}
≤
∞∑
n=1

Mn2e
−
(2πn

s3

)2

ε

,

where constant M > 0, and does not depend on n. Since the series
∞∑
n=1

Mn2e
−
(2πn

s3

)2

ε

an absolutely

convergent series, hence, according toWeierstrass’s test, the series

{ ∞∑
n=0

∣∣∣un(x, t)
∣∣∣, ∞∑
n=0

∣∣∣∣∣∂un∂t
∣∣∣∣∣,
∞∑
n=0

∣∣∣∣∣∂2un∂x2

∣∣∣∣∣
}

converge uniformly for t ≥ ε and are continuous for t ≥ ε the functions u(x, t),
∂u(x, t)

∂t
,
∂2u(x, t)

∂x2
.

Now we need to prove that series (26) converges uniformly everywhere in Ω. Note that the n-term
of the series (26) is dominated by the sum |ϕn| + |ϕ̃n|. Integrating by parts the integral in formula
(24), we obtain

|ϕn| ≤
C1s3
2π
· |αn|
n
, |ϕ̃n| ≤

C1s3
2π
· |α̃n|
n
, C1 = max

(√
k1,
√
k2,
√
k3
)
,

where αn =
1√
k1

l3∫
l0

ϕ′(ξ)Xn(ξ)dξ, α̃n =
1√
k2

l3∫
l0

ϕ′(ξ)X̃n(ξ)dξ are Fourier coefficients of functions ϕ′(x)

on a segment [l0, l3]. Taking into account the inequality ab ≤ 1

2
(a2 + b2), we have

|ϕn|+ |ϕ̃n| ≤
C1s3
4π
·
(
α2
n + α̃2

n +
2

n2

)
.

Using the Bessel inequality
∞∑
n=0

(
α2
n + α̃2

n

)
≤ ‖ϕ′‖2

and the well-known equality
∞∑
n=1

1

n2
=
π2

6
, we get

∞∑
n=0

(|ϕn|+ |ϕ̃n|) ≤ C.

Thus, the majorizing series is absolutely convergent, this means series (26) converges uniformly in
Ω and defines a continuous function u(x, t) in Ω . Thus, we proved the existence of a solution. Now
let’s prove uniqueness. Let’s assume there are two solutions ṽ(x, t), v̂(x, t). Then for the function
v(x, t) = ṽ(x, t)− v̂(x, t), we have the following problem C:

∂v

∂t
= k2j

∂2v

∂x2
,

v(x, 0) = 0, l0 ≤ x ≤ l3,v(l0, t)− v(l3, t) = 0,

k1
∂v(l0, t)

∂x
− k3

∂v(l3, t)

∂x
= 0,

0 ≤ t ≤ T,
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v(lj − 0, t) = v(lj + 0, t),

kj
∂v(lj − 0, t)

∂x
= kj+1

∂v(lj + 0, t)

∂x
,

j = 1, 2.

The solution to this problem C can be represented in the form of an expansion in terms of the basis{
Xn(x), X̃n(x)

}
and it has the form:

v(x, t) =
∞∑
n=0

(
An(t)Xn(x) + Ãn(t)X̃n(x)

)
. (28)

The coefficients An(t) and Ãn(t) are determined by the formulas

An(t) =
1

k1

l1∫
l0

v(ξ, t)Xn(ξ)dξ +
1

k2

l2∫
l1

v(ξ, t)Xn(ξ)dξ +
1

k3

l3∫
l2

v(ξ, t)Xn(ξ)dξ, (29)

Ãn =
1

k1

l1∫
l0

v(ξ, t)X̃n(ξ)dξ +
1

k2

l2∫
l1

v(ξ, t)X̃n(ξ)dξ +
1

k3

l3∫
l2

v(ξ, t)X̃n(ξ)dξ. (30)

First, we transform formula (29). Differentiating with respect to the variable t, we obtain

A′n(t) =
1

k1

l1∫
l0

∂v(ξ, t)

∂t
Xn(ξ)dξ +

1

k2

l2∫
l1

∂v(ξ, t)

∂t
Xn(ξ)dξ +

1

k3

l3∫
l2

∂v(ξ, t)

∂t
Xn(ξ)dξ =

= k1

l1∫
l0

∂2v(ξ, t)

∂ξ2
cos

(
2πn

s3

(
ξ − l0
k1

))
dξ + k2

l2∫
l1

∂2v(ξ, t)

∂ξ2
cos

(
2πn

s3

(
l2 − ξ
k2

+
l3 − l2
k3

))
ξ+

+k3

l3∫
l2

∂2v(ξ, t)

∂ξ2
cos

(
2πn

s3

(
l3 − ξ
k3

))
dξ.

Integrating by parts twice and using the boundary conditions and conjugation conditions, we have

A′n(t) = −
(

2πn

s3

)2 1

k1

l1∫
l0

v(x, t) cos

(
2πn

s3

(
x− l0
k1

))
dx−

−
(

2πn

s3

)2 1

k2

l2∫
l1

v(x, t) cos

(
2πn

s3

(
l2 − x
k2

+
l3 − l2
k3

))
dx−

−
(

2πn

s3

)2 1

k3

l3∫
l2

v(x, t) cos

(
2πn

s3

(
l3 − x
k3

))
dx =

= −λn

l3∫
l0

v(x, t)Xn(x)dx = −λnAn(t).
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Therefore An(t) = cne
−λnt. Transforming in a similar way, we obtain for the coefficient Ãn(t).

Ã′n(t) = −λnÃn(t) ⇒ Ãn(t) = c̃ne
−λnt.

Substituting the found An(t) and Ãn(t) into formula (29)-(30), we obtain

1

k1

l1∫
l0

v(ξ, t)Xn(ξ)dξ +
1

k2

l2∫
l1

v(ξ, t)Xn(ξ)dξ +
1

k3

l3∫
l2

v(ξ, t)Xn(ξ)dξ = cne
−λnt, (31)

1

k1

l1∫
l0

v(ξ, t)X̃n(ξ)dξ +
1

k2

l2∫
l1

v(ξ, t)X̃n(ξ)dξ +
1

k3

l3∫
l2

v(ξ, t)X̃n(ξ)dξ = c̃ne
−λnt. (32)

Passing to the limit t→ 0 in equality (31)-(32) what is possible due to continuity v(x, t) in Ω , we
have

0 = An(0) = cn, 0 = Ãn(0) = c̃n,

therefore cn = 0, c̃n = 0.
Then from formula (28), we obtain v(x, t) = 0, it follows from this that ṽ(x, t) = v̂(x, t). The

theorem is proved.
Now consider the case θ = 2.
Then, after applying the method of separation of variables, we obtain the following spectral problem

X ′′j (x) +
λ

k2j
Xj(x) = 0, lj−1 < x < lj , j = 1, 2, 3, (33)

{
X1(l0) +X3(l3) = 0,

k1X
′
1(l0) + k3X

′
3(l3) = 0,

(34)

Xj(lj − 0) = Xj+1(lj + 0), kjX
′
j(lj − 0) = kj+1X

′
j+1(lj + 0), j = 1, 2. (35)

The eigenvalues of problem (33)–(35) have the form: λn =

(
(2n+ 1)π

s3

)2

, n = 0, 1, 2, ...

The following eigenfunctions correspond to these eigenvalues.

Xn(x) =

√
2

s3



cos

(
(2n+ 1)π

s3

(
x− l0
k1

))
, l0 < x < l1,

− cos

(
(2n+ 1)π

s3

(
l2 − x
k2

+
l3 − l2
k3

))
, l1 < x < l2,

− cos

(
(2n+ 1)π

s3

(
l3 − x
k3

))
, l2 < x < l3,

X̃n(x) =

√
2

s3



sin

(
(2n+ 1)π

s3

(
x− l0
k1

))
, l0 < x < l1,

sin

(
(2n+ 1)π

s3

(
l2 − x
k2

+
l3 − l2
k3

))
, l1 < x < l2,

sin

(
(2n+ 1)π

s3

(
l3 − x
k3

))
, l2 < x < l3.

All other calculations, including the proof of the theorem, are carried out in a similar way.
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Conclusion

The method proposed in this article can be used in the case of n break points, where n ≥ 3, and
for the more general case of the conjugation condition (in this work, the ideal contact condition is
considered). The solution to the problem is found in explicit form, which allows it to be used for
numerical solution.
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operator
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A boundary value problem for a loaded heat conduction equation is considered, when the loaded term has
the form of a fractional Riemann-Liouville derivative with respect to a spatial variable, and the loading
point moves with a variable velocity. The problem is reduced to a Volterra integral equation of the second
kind, the kernel of which contains a special function, namely, a Wright-type function. The kernel of the
resulting integral equation is estimated, and it is shown, under certain restrictions on the line along which
the load moves, that the kernel of the equation has a weak singularity, which is the basis for the assertion
that the loaded term in the equation of the problem is a weak perturbation of its differential part. The
study is based on the asymptotic behavior of the Wright function at infinity and at zero.

Keywords: loaded heat equation, fractional derivative, Volterra integral equation, Wright function.

2020 Mathematics Subject Classification: 45D05, 35K20.

Introduction

The heat conduction equation plays a key role in modeling thermal processes in various physical
systems. In the classical formulation, it describes the temperature distribution in a medium subject
to heat transfer. However, to more accurately account for complex physical effects, such as anomalous
diffusion or material memory, generalized models are introduced that include additional terms, for
example, containing a fractional integro-differentiation operator.

Fractional derivatives, unlike integer derivatives, make it possible to take into account memory
effects and nonlocality of processes. Their application in heat conduction modeling has been actively
developing in recent decades. The works [1, 2] consider the fundamentals of the theory of fractional
calculus and its applications in mathematical physics. The application of fractional derivatives in
heat conduction equations was investigated in [3], where it was shown that such models describe
anomalous diffusion processes well. Fractional derivatives can also take into account spatial correlations
and coordinate nonlocality in systems where the influence on the state at a given point in space depends
not only on neighboring points, but also on more distant ones [4].

Boundary value problems for heat equations with fractional derivatives represent a separate area
of research. They require the development of new approaches, since the presence of a fractional term
leads to a complication of the mathematical structure of the problem. In [5], the spectral properties
of operators with fractional derivatives are analyzed, and in [6, 7] boundary conditions for fractional
models are studied.

Problems with loaded terms involving fractional derivatives are of particular interest. These problems
arise in the context of modeling processes with heat sources or sinks that depend on time or spatial
∗Corresponding author. E-mail: orumbayevan@mail.ru
This research was funded by the Science Committee of the Ministry of Science and Higher Education of the Republic

of Kazakhstan (Grant No. AP23488740, Grant No. AP23488729, 2024–2026.)
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c© 2025 The Authors. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/)
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coordinates. A loaded differential equation is an equation with a loaded term, which can contain
differential or integrodifferential operators. This loaded term can be expressed as a function containing
both the variables themselves and their derivatives.

Loaded equations allow you to model more complex physical or mathematical systems that cannot
always be described by simple equations. For example, in problems of mathematical physics or control
theory, loaded differential equations can be used to take into account the influence of external factors
or additional conditions on the dynamics of the system. It is obvious that the presence of a loaded term
gives rise to new, still unexplored problems in the theory of boundary value problems, therefore there
is a need to develop new methods for solving the evolving theory of loaded differential equations [8].

Loaded differential equations can be considered as weak or strong perturbations of differential
equations. In some cases, boundary value problems remain correct in natural classes of functions,
where the loaded term is interpreted as a weak perturbation [9]. If the uniqueness of the solution to
the boundary value problem is violated, then the load can be considered as a strong perturbation [10].
It turns out that the nature of the load (weak or strong perturbation) depends both on the order of
the derivatives included in the loaded (perturbed) part of the operator, and on the manifold on which
the trace of the desired function is specified.

The study of boundary value problems with loaded terms, presented in the form of integrals or
fractional derivatives, can lead to different results depending on the specifics of the equation and the
conditions of the problem. There may also be difficulties associated with the analysis and evaluation of
integral operators in the resulting integral equations, since their kernels contain special functions. In
[11,12], the intervals for changing the order of the fractional derivative, that is contained in the loaded
term, are determined, for which the theorems of existence and uniqueness of solutions to boundary
value problems and arising integral equations are valid. We also note that the boundary value problems
of heat conduction and the Volterra integral equations arising in their study with singularities in the
kernel, similar to the singularities in this paper, were considered in [13,14].

Also, integral equations with singularities in the kernel arise when studying boundary value problems
in non-cylindrical domains that degenerate into a point at the initial moment of time [15–20].

Fractional derivatives in equations add new aspects and difficulties in the study of boundary value
problems, since they take into account not only the previous state of the system, but also its history. The
fractional order differentiation operation is a combination of differentiation and integration operations.
Recently, work has appeared on the study of inverse boundary value problems with a load of fractional
order. In [21], the inverse problem with a nonlinear gluing condition for a loaded equation of parabolic-
hyperbolic type is studied for solvability. The problem is reduced to the study of the nonlinear Fredholm
integral equation of the second kind. In [22], as an application of the analyticity of the solution, the
uniqueness of an inverse problem in determining the fractional orders in the multi-term time-fractional
diffusion equations from one interior point observation is established.

This paper examines a boundary value problem (BVP) defined in the open right upper quadrant.
The problem is transformed into an integral equation, which, in certain instances, takes the form of
a pseudo-Volterra type. The solvability of this equation is influenced by the order of differentiation
in the loaded term and the behavior of the load line near the origin. In Section 1, we introduce
some necessary definitions and mathematical preliminaries of fractional calculus, special functions and
boundary value problems which will be needed in the forthcoming Sections. The problem statement for
a heat equation with a loaded term as the Riemann-Liouville fractional derivative in the right upper
quadrant (x, t) is given in Section 2. The initial conditions are homogeneous. Process of reducing a
boundary value problem to an integral equation is the content of Section 3. In Section 4, we estimate
the integral equation’s kernel and establish conditions under which it has a weak singularity. Estimating
the integral equation’s kernel is based on the asymptotic behavior of the Wright function at infinity
and at zero. This implies the solvability conditions for the BVP which are provided in Section 5.
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In Section 5 the main results is formulated.

1 Preliminaries

Definition 1. [23] Let f(t) ∈ L1[a, b]. Then, the Riemann-Liouville integral of the order β is defined
as follows

rD
−β
a,t f(t) =

1

Γ (β)

∫ t

a

f (τ)

(t− τ)1−β
dτ, β, a ∈ R, β > 0. (1)

Definition 2. Let f(t) ∈ L1[a, b]. Then, the Riemann-Liouville derivative of the order β is defined
as follows

rD
β
a,tf(t) =

1

Γ (n− β)

dn

dtn

∫ t

a

f (τ)

(t− τ)β−n+1
dτ, β, a ∈ R, n− 1 < β < n. (2)

From formula (2) it follows that

rD
0
a,tf(t) = f(t), rD

n
a,tf(t) = f (n)(t), n ∈ N.

Taking into account formula (1), formula (2) can be rewritten as

rD
β
a,tf(t) =

dn

dtn
rD

β−n
a,t f(t), β, a ∈ R, n− 1 < β < n.

Information about the Mittag-Leffler function and the Wright function is taken from [24,25].

Definition 3. The entire function of the form

Eλ,µ(z) =
∞∑
n=0

zn

Γ(λn+ µ)
, λ > 0, µ ∈ C (3)

is called the Mittag-Leffler function.

Definition 4. The entire function of the form

φ(λ, µ; z) =

∞∑
n=0

zn

n!Γ(λn+ µ)
, λ > −1, µ ∈ C (4)

is called the Wright function.

Definition 5. A Wright-type function is a function eµ,δα,β(z) defined by the contour integral and the
Mittag-Leffler function (3)

eµ,δα,β(z) =
1

2πi

∫
γ(r,ωπ)

ett−δEα,µ

(
ztβ
)
dt,

where γ(r, ωπ) is the Hankel contour, the value of ω is chosen such that

1− ωβ > α

2
,

1

2
< ω ≤ 1. (5)

Inequalities (5) are always satisfied when

0 < α < 2, 0 < α+ β < 2, β < 1, δ + β > 0.
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For α > β, α > 0, for any z ∈ C the Wright-type function can be represented as a series

eµ,δα,β(z) =
∞∑
n=0

zn

Γ(αn+ µ)Γ(δ − βn)
, µ ∈ C, δ ∈ C.

When α = µ = 1 it coincides with the Wright function:

e1,δ1,β(z) = φ(−β, δ, z). (6)

For a Wright-type function, the following autotransformation formula is valid:

eµ−α,δ+βα,β (z) = zeµ,δα,β(z) +
1

Γ(µ− α)Γ(δ + β)
. (7)

If π ≥ | arg z| > π(α + β)/2 + ε, ε > 0, k = 0, 1, 2, . . ., then the following limit relations are valid
for large absolute values of z:

lim
|z|→∞

eµ,δα,β(z) = 0,

lim
|z|→∞

zeµ,δα,β(z) = − 1

Γ(µ− α)Γ(δ + β)
.

(8)

Let c ∈ C. If µ > 0, then

Dν
0xx

µ−1eµ,δα,β (cxα) = xµ−ν−1eµ−ν,δα,β (cxα) . (9)

When µ = 0, the following formula is valid

Dν
0x

1

x
e0,δα,β (cxα) = x−ν−1e−ν,δα,β (cxα)− x−ν−1

Γ(−ν)Γ(δ)
.

When ν = n ∈ N, formula (9) is valid for all µ ∈ R

dn

dxn
xµ−1eµ,δα,β (cxα) = xµ−n−1eµ−n,δα,β (cxα) .

The following equalities hold∫ ∞
0

1

t
e0,δα,β(−λt)dt = − α

Γ(δ)′
,

∫ ∞
0

1

t
eµ,0α,β(−λt)dt =

β

Γ(µ)
.

Also the formulas for differentiating a Wright type function are valid

d

dz
eµ,δα,β(z) =

1

αz

[
eµ−1,δα,β (z) + (1− µ)eµ,δα,β(z)

]
.

It’s known [26; 57] that in the domain Q = {(x, t) |x > 0, t > 0} the solution to the boundary
value problem of heat conduction

ut = a2uxx + F (x, t) ,

u |t=0 = f(x), u |x=0 = g(x)

is described by the formula

u (x, t) =

∫ ∞
0

G (x, ξ, t) f(ξ) dξ +

∫ t

0
H (x, t− τ) g(τ) dτ+

Mathematics series. No. 1(117)/2025 95



M.T. Kosmakova et al.

+

∫ t

0

∫ ∞
0

G (x, ξ, t− τ)F (ξ, τ) dξdτ, (10)

where

G(x, ξ, t) =
1

2
√
π a t

{
exp

(
−(x− ξ)2

4 a t

)
− exp

(
−(x+ ξ)2

4 a t

)}
,

H(x, t) =
1

2
√
π a t3/2

exp

(
− x2

4 a t

)
.

The Green function G (x, ξ, t) satisfies the relation∫ ∞
0

G (x, ξ, t) dξ = erf
(

x

2
√
t

)
,

where erf (z) is the error integral.

2 The problem’s statement

In the domain Q = {(x, t) : x > 0, t > 0}, we consider a BVP

ut = uxx − λ
{
rD

β
0,xu (x, t)

} ∣∣
x=γ(t)

+ f (x, t) , (11)

u (x, 0) = 0, u (0, t) = 0, (12)

where λ is a complex parameter, rD
β
0, t u(x, t) is the Riemann-Liouville derivative (2) of an order β,

1 < β < 2, γ(t) is a continuous increasing function, γ(0) = 0.
The problem is studied in the class of continuous functions.
For the right side of the equation, we require the following conditions to be satisfied:

f(x, t) ∈ L∞ (A) ∩ C (B) , (13)

where A = {(x, t) |x > 0, t ∈ [0, T ]}, B = {(x, t) |x > 0, t ≥ 0}, T = const > 0,

f1 (x, t) =

∫ t

0

∫ ∞
0

G (x, ξ, t− τ) f (ξ, τ) dξdτ ∈ L1 (x > 0) . (14)

Let us introduce the notation

Dν
atg (t) =

1

Γ (−ν)

∫ t

a

g (ξ) dξ

(t− ξ)ν+1 , ν < 0.

When ν = 0 D0
atg (t) = g (t) , then

Dν
atg (t) =

dn

dtn
Dν−n
at g (t) , n− 1 < 0 ≤ n, n ∈ N.

We consider the fractional derivative in the Riemann-Liouville sense with respect to the spatial variable.
If a = 0, n = 2, ν = β ⇒

rD
β
0xu (x, t) =

d2

dx2
Dβ−2

0x u (x, t) (15)

or

rD
β
0xu (x, t) =

d2

dx2

(
1

Γ (2− β)

∫ x

0

u (x, ξ) dξ

(x− ξ)β−1

)
. (16)

The derivative in the loaded term of equation (11) is determined by the formula (16).
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3 Reducing the BVP to an integral equation

According to the formula (10) a solution to BVP (11)-(12) can be represented as

u (x, t) = −λ
∫ t

0

∫ ∞
0

G (x, ξ, t− τ)µ (τ) dξdτ + f1 (x, t) , (17)

where
µ (t) =

{
rD

β
0,xu (x, t)

} ∣∣
x=γ(t) , (18)

f1 (x, t) =

∫ t

0

∫ +∞

0
G (x, ξ, t− τ) f (ξ, τ) dξdτ. (19)

In [9] it was proved formulas

e−ξ
2

=
√
πφ

(
−1

2
,
1

2
,−2ξ

)
, (20)

where φ (φ(λ, µ; z)) is the Wright function (4),

erf (z) = 2

∫ z

0
φ

(
−1

2
,
1

2
,−2ξ

)
dξ = 1− φ

(
−1

2
, 1,−2z

)
. (21)

Then, taking into account formulas (20) and (21) representation (17) can be rewritten as:

u (x, t) = −λ
∫ t

0
K

(
x

2
√
t− τ

)
µ (τ) dτ + f1 (x, t) , (22)

where
K

(
x

2
√
t− τ

)
= 1− φ

(
−1

2
, 1,− x√

t− τ

)
(23)

and µ(t) and f1(t) are defined by formulas (18) and (19) respectively.
To (22) we apply the fractional integro-differentiation operator by formula (15). Taking into account

formulas (23), (6), (7), and (9), we obtain, when 1 < β < 2:

rD
β
0x

(
K

(
x

2
√
t− τ

))
= x−β

(
1

Γ(1− β)
− e1−β,1

1, 1
2

(
− x√

t− τ

))
=

x1−β√
t− τ

e
2−β, 1

2

1, 1
2

(
− x√

t− τ

)
.

Indeed, according to the law of composition, we have

Dβ
0x(f(x)) = D1Dβ−1

0x (f(x))⇒

rD
β−1
0x

(
K

(
x

2
√
t− τ

))
= rD

β−1
0x

(
1− Φ

(
−1

2
, 1;− x√

t− τ

))
=

= rD
β−1
0x

(
1− e1,1

1, 1
2

(
− x√

t− τ

))
= x1−β

(
1

Γ(2− β)
− e2−β,1

1, 1
2

(
− x√

t− τ

))
.

Then, taking into account the autotransformation formula (7), we get

D1

(
x1−β

Γ(2− β)
− x1−βe2−β,1

1, 1
2

(
− x√

t− τ

))
=

=
1− β

Γ(2− β)
x−β − x−βe1−β,1

1, 1
2

(
− x√

t− τ

)
=

x1−β√
t− τ

e
2−β, 1

2

1, 1
2

(
− x√

t− τ

)
.
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Thus, BVP (11)-(12) is reduced to a Volterra integral equation of the second kind

µ(t) + λ

∫ t

0
Kβ(t, τ)µ(τ)dτ = f2(t), (24)

with a kernel

Kβ(t, τ) =
(γ(t))1−β√

t− τ
e
2−β, 1

2

1, 1
2

(
− γ(t)√

t− τ

)
, 1 < β < 2, (25)

and with the right part
f2 (t) =

{
rD

β
0,xf1 (x, t)

} ∣∣
x=γ(t) . (26)

4 Research of the integral equation

Since in the given problem (11)-(12) the line, along which the load is moving, has the form x = γ (t),
and γ (t) increases and γ (0) = 0, then there are different cases of behavior for x√

t

∣∣
x=γ(t) , when t→ 0.

Let 0 < x = γ(t) ∼ tω when t→ 0, ω > 0.
Let’s introduce a change of variable τ :

z =
γ(t)√
t− τ

⇒
√
t− τ =

γ(t)

z
.

Then
Kβ(t, z) = (γ(t))−βze

2−β, 1
2

1, 1
2

(−z).

Let’s consider the following cases:

a) 0 < ω <
1

2
⇒ |z| → +∞, when t→ 0.

Taking into account the limiting ratio (8), we get

lim
|z|→+∞

zeµ,να,β(−z) = − 1

Γ(µ− α) · Γ(δ + β)
⇒

lim
t→0

Kβ(t, τ) = lim
t→0

(γ(t))−βze
2−β, 1

2

1, 1
2

(−z) = lim
t→0

t−βω
1

Γ(1− β)
= +∞

b) ω >
1

2
⇒ |z| → 0, when t→ 0.

Taking into account the limiting ratio (8), we get

lim
t→0

e
2−β, 1

2

1, 1
2

(
− tω√

t− τ

)
=

1

Γ(2− β)
√
π
⇒ Kβ(t, τ) ∼ tω(1−β)√

t− τ
, when t→ 0.

The kernel (25) of the integral equation (24) has singularities at t = 0 and t = τ .
Let us define the conditions under which the integral operator of the equation is compressible in

the class of continuous functions. Consider the integral∫ t

0
Kβ(t, τ)dτ = tω(1−β)

√
t = tω(1−β)+

1
2 →
t→0

0

if ω(1− β) + 1
2 > 0⇒ ω < 1

2(β−1) .
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c) ω =
1

2
⇒ Kβ(t, τ) ∼ t

1−β
2

√
t− τ

e
2−β 1

2

1, 1
2

(
−
√

t

t− τ

)
, when t→ 0.

Since e2−β
1
2

1, 1
2

(
−
√

t
t−τ

)
→
t→0

const, then

∫ t

0
Kβ(t, τ)dτ ∼ t

1
2
−β

2

√
t = t1−

β
2 →
t→0+

0,

as 1 < β < 2.

Figure 1. Graph of the kernel

Figure 1 presents the graph of the kernel which shows stability at small time values.

5 The main results

So, the following theorem has been proven.

Theorem 1. Integral equation (24) with kernel (25) for 1 < β < 2 and with γ(t) ∼ tω in the
neighborhood of t = 0 is γ(t) ∼ tω, ω > 0, γ(0) = 0 uniquely solvable in the class of continuous

functions for any continuous right-hand side f2(t), if ω <
1

2(β − 1)
and ω =

1

2
.

This result coincided with the result obtained in [12].
Let us introduce a class of functions

U =

{
u
∣∣ (x√t)−1u ∈ L∞ (A) ∩ C (B) ; ut − uxx ∈ L∞ (A) ∩ C (B) ;

{
rD

β
0,xu (x, t)

} ∣∣
x=γ(t)

∈ C([0;T ]), T = const > 0, 1 < β < 2

}
, (27)

where A = {(x, t) |x > 0, t ∈ [0, T ]}, B = {(x, t) |x > 0, t ≥ 0}, T = const > 0.
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Since the solution of the integral equation (24) µ(t) is a continuous and bounded function under
the conditions of Theorem (1), it can be shown that for the solution of problem (11)-(12), which has
the form (22), where f (x, t) belongs to the class (13), the following estimate is valid

|u (x, t) | ≤ C(λ)x
√
t,

where C(λ) = C1|λ|+ C2.
Also it can be shown that function (18) satisfies BVP (11)-(12) and belongs to the class (27).
The following main result follows from Theorem 1:

Theorem 2. Let the function f (x, t) satisfy conditions (13) and (14), the function µ(t) ∈ C([0;T ]) be
a solution of integral equation (24) with the right-hand side f2(t) ∈ C([0;T ]) defined by formulas (19)
and (26). Then BVP (11)-(12) with the load motion law γ(t) ∼ tω (in the neighborhood of the point

t = 0) has a unique solution (22) in the class (27), if ω <
1

2(β − 1)
and ω =

1

2
.

Conclusion

Under the conditions of the theorem, the kernel (25) of the integral equation (24) has a weak
singularity. Therefore, the method of successive approximations can be applied to find a unique solution
of the equation (24). Then the corresponding boundary value problems are correct in natural classes
of functions, i.e. the loaded term of the posed boundary value problem is a weak perturbation of the
differential equation.

Since the problem statement contains a fractional derivative, then the obtained results can be
applied in several domains such that:

Thermal processes: the study is particularly relevant to heat conduction problems where the
material exhibits memory effects or non-locality. For instance: heat diffusion in heterogeneous materials
with varying thermal properties, processes involving spatially moving heat sources or sinks.

Anomalous Diffusion: The fractional derivative approach effectively models systems exhibiting
anomalous diffusion, as encountered in porous media, biological tissues with complex transport
phenomena.

Engineering Systems: in mechanical and civil engineering, materials with hereditary properties,
such as viscoelastic materials, benefit from this approach.

Mathematical Physics: the results are applicable in studying boundary value problems in non-
cylindrical domains and domains with degeneracies, enhancing the analysis of complex geometries.

Now we will give a comparison with related studies, incorporating the comparative analysis.
References [9, 11] provide foundational insights into the behavior of fractional derivatives in heat
equations. Our study extends this by analyzing the effect of weak perturbations caused by the load
term. In contrast to [12], which focuses on specific fixed domains, our results address moving load
scenarios, offering broader applicability. Prior work, such as [13, 14], emphasizes integral equations
with singularities. Our approach diverges by providing a detailed kernel analysis under varying load
motion laws, as expressed through. Studies like [21] examine inverse problems for fractional equations
but do not address weak perturbations in moving loads. Our results bridge this gap, contributing to a
more comprehensive framework.
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The notions of almost quasi-Urbanik structures and theories, and studied possibilities for the degrees of
quasi-Urbanikness, both for existential and universal cases were introduced. Links of these characteristics
and their possible values are described. These values for structures of unary predicates, equivalence rela-
tions, linearly ordered, preordered and spherically ordered structures and theories as well as for strongly
minimal ones, and for some natural operations including disjoint unions and compositions of structures and
theories were studied. A series of examples illustrates possibilities of these characteristics.

Keywords: almost quasi-Urbanik structure, almost quasi-Urbanik theory, degree of quasi-Urbanikness.
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Introduction

The property of quasi-Urbanikness allows to clarify and describe structural properties in various
classes of structures and theories, including strongly minimal ones [1, 2]. These properties can be
classified using natural semantic and syntactic characteristics. A series of results on these characteristics
are obtained in general [3], for abelian groups [4], for variations of rigidity in general [5] and for ordered
structures [6], etc.

In the present paper we continue to study related characteristics introducing the notions of almost
quasi-Urbanik structures and theories, and their existential and universal degrees. Possibilities of
these degrees are described both in general and for a series of natural structures and theories including
structures and theories of unary predicates, equivalence relations, ordered structures and theories,
strongly minimal structures and theories, disjoint unions and compositions of structures and theories.
We illustrate possibilities of degrees by a series of examples.

The paper is organized as follows. The notions of almost quasi-Urbanik structures and theories,
degrees and their spectra are described in general, for unary predicates, and equivalence relations are
described in Section 1. In Section 2, degrees of quasi-Urbanikness are described for ordered theories
including spherically ordered and some preordered ones. Degrees of quasi-Urbanikness and links for
dimensions are studied in Section 3. In Sections 4 and 5, we describe possibilities of degrees of quasi-
Urbanikness for disjoin unions and E-definable compositions, respectively. In Section 6, we discuss
some general operators transforming a given structure into quasi-Urbanik one.
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1 Almost quasi-Urbanik structures, their theories and degrees

Let L be a countable first-order language. Throughout we consider L-structures and their complete
elementary theories; and we use standard model-theoretic notions and notations [7–10].

Following [1], a theory T is called strongly minimal if for any formula ϕ(x, ā) of language obtained
by adding parameters of a (in a modelM |= T ) to the language of T , either ϕ(x, ā), or ¬ϕ(x, ā) has
finitely many solutions.

Following [11], for n ∈ ω \ {0} and a set A, an element b is called n-algebraic over A if a ∈ acl(A)
and it is witnessed by a formula ϕ(x, a), for a ∈ A, with at most n solutions. The set of all n-algebraic
elements over A is denoted by acln(A). If A = acln(A), then A is called n-algebraically closed. A type
p is n-algebraic if it is realized by at most n tuples only, i.e., deg(p) ≤ n. The complete n-algebraic
types p(x) ∈ S(A) are exactly ones of the form tp(a/A), where a is n-algebraic over A, i.e., with
deg(a/A) ≤ n. Here deg(a/A) = k ≤ n defines the n-degree degn(a/A) of tp(a/A) and of a over A.
If acl(A) = acln(A) then minimal such n is called the degree of algebraization over the set A and it is
denoted by degacl(A). If that n does not exist, then we put degacl(A) =∞. The supremum of values
degacl(A) with respect to all sets A of given theory T is denoted by degacl(T ) and called the degree of
algebraization of the theory T .

Following [2], theories T with degacl(T ) = 1, i.e., with defined cl1(A) for any set A of T , are called
quasi-Urbanik, and the modelsM of T are quasi-Urbanik, too.

Remark 1. Notice that if a structure M is quasi-Urbanik it does not guarantee that its theory
T = Th(M) is quasi-Urbanik, too. Indeed, let M be a strongly minimal structure consisting of
infinitely many two-element equivalence classes E(a). Marking one element a in each E-class by a
constant ca, we obtain a syntactically rigid structure M′, with definable b ∈ E(a) \ {a} by formulae
E(x, ca) ∧ ¬x ≈ ca. At the same time M′ has an elementary extension N with some unmarked
E-classes. These E-classes fail the quasi-Urbanikness of T .

Definition 1. A theory T is called almost quasi-Urbanik, if some expansion of T by finitely many
constants is quasi-Urbanik, and the modelsM of T are almost quasi-Urbanik, too. If a finite set A of
constants produces a quasi-Urbanik expansion TA of T then we say that A witnesses that T is almost
quasi-Urbanik.

The least cardinality of the witnessing set A is called the quasi-Urbanik ∃-degree of T and it is
denoted by deg∃qU(T ). If these finite sets A do not exist, we put deg∃qU(T ) = ∞. The minimal
cardinality n ∈ ω such that each set A of cardinality n produces the quasi-Urbanik theory TA is called
the quasi-Urbanik ∀-degree of T and it is denoted by deg∀qU(T ). If such n does not exist, then we
put deg∀qU(T ) = ∞. Similarly it is transformed to the models M of T with quasi-Urbanik ∃-degrees
deg∃qU(M) and ∀-degrees deg∀qU(M).

Clearly, for any theory T , deg∃qU(T ) = 0 iff deg∀qU(T ) = 0, and iff T is quasi-Urbanik. Thus, by the
definition, any quasi-Urbanik theory is almost quasi-Urbanik.

Besides, for any theory T ,
deg∃qU(T ) ≤ deg∀qU(T ) (1)

implying that if T is not almost quasi-Urbanik then deg∃qU(T ) = deg∀qU(T ) =∞, and vice versa.
The following example shows that the difference in the inequality (1) can be arbitrary:
Example 1. LetM be a structure of an equivalence relation E, T = Th(M). Clearly, T is quasi-

Urbanik iff M has 0, 1 or infinitely many one-element E-classes, 0 or infinitely many two-element
E-classes, and does not have finite E-classes with at least three elements, producing deg∃qU(T ) =

deg∀qU(T ) = 0. In particular, M with zero, one or infinitely many one-element E-classes, zero or
infinitely many two-element E-classes, and without n-element E-classes, for n ≥ 3, is quasi-Urbanik.

A finite value deg∃qU(T ) means that we can collect a finite set A containing m − 1 elements in
singletons E(a), if there are m ∈ ω \ {0, 1} these singletons, a finite set B containing m elements
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in pairwise distinct two-element E-classes E(b), if there are m ∈ ω \ {0} these E-classes, and a
finite set C containing n − 1 elements in each E-class E(a) of finite cardinality n ≥ 3, obtaining
deg∃qU(T ) = |A| + |B| + |C|. Here deg∃qU(T ) = |C| if there are 0, 1 or infinitely many one-element
E-classes, and there are 0 or infinitely many two-element E-classes.

At the same time, ifM is not quasi-Urbanik, then deg∀qU(T ) is finite iffM is finite. In such a case
ifM contains k singletons E(a) and m two-element E-classes, then deg∀qU(T ) = k − 1, ifM consists
of E-singletons, and deg∀qU(T ) = k+ 2m− 1, ifM consists of one-element and two-element E-classes,
and ifM contains n-element E-classes, for n ≥ 3, then deg∀qU(T ) = |M | − 1.

In view of Example 1 we have the following theorem describing possibilities of quasi-Urbanik de-
grees:

Theorem 1. For any µ, ν ∈ (ω\{0})∪{∞} with µ ≤ ν there is a theory Tµ,ν such that deg∃qU(Tµ,ν) = µ

and deg∀qU(Tµ,ν) = ν.

For a theory T we denote by deg2,qU(T ) the pair
(
deg∃qU(T ),deg∀qU(T )

)
of quasi-Urbanik degrees

for T .
In view of the inequality (1) and Theorem 1 the set

DEG2,qU = {(0, 0)} ∪ {(µ, ν) ∈ ((ω \ {0}) ∪ {∞})2 | µ ≤ ν} (2)

collects the spectrum of all possibilities for deg2,qU(T ).
For a family T of theories we denote by DEG2,qU(T ) the restriction of DEG2,qU to the family of

theories in T :
DEG2,qU(T ) = {deg2,qU(T ) | T ∈ T }.

The operator DEG2,qU(·): T 7→ DEG2,qU(T ) is monotone: indeed, if T1 ⊆ T2 then we have
DEG2,qU(T1) ⊆ DEG2,qU(T2). Hence, if DEG2,qU(T1) = DEG2,qU and DEG2,qU(T1) = DEG2,qU then

DEG2,qU(T2) = DEG2,qU.

A natural question arises on a description of spectra DEG2,qU(T ) for various families of theories.
Below we will give partial answers to this question.

Similarly to theories, for any structure M, deg∃qU(M) = 0 iff deg∀qU(M) = 0, and iff M is quasi-
Urbanik. Thus, by the definition any quasi-Urbanik structure is almost quasi-Urbanik.

Besides, for any structureM,
deg∃qU(M) ≤ deg∀qU(M) (3)

implying that if M is not almost quasi-Urbanik then deg∃qU(M) = deg∀qU(M) = ∞. Example 1 also
illustrates that the difference in the inequality (3) can be arbitrary.

For any modelM of a theory T we have:

deg∃qU(M) ≤ deg∃qU(T ) (4)

and
deg∀qU(M) ≤ deg∀qU(T ). (5)

Indeed, if a set A of constants produces quasi-Urbanik theory TA then its model MA is quasi-
Urbanik, too. At the same time, as the following example shows, the inequalities (4) and (5) can be
strict.
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Example 2. Let M be a strongly minimal structure of an equivalence relation E consisting of
infinitely many n-element E-classes such that there is an E-class E(a) elements of which are not marked
by constants and all elements in M \ E(a) are marked by constants. We have deg∃qU(M) = n − 1,
witnessed by the set E(a) \ {a}, whereas deg∃qU(Th(M)) =∞ since new E-classes in strict elementary
extensions ofM fail the quasi-Urbanikness.

IfM0 is an elementary substructure ofM which does not contain E(a) thenM0 is quasi-Urbanik,
with deg∀qU(M0) = deg∃qU(M0) = 0, whereas for T = Th(M) = Th(M0), deg∀qU(T ) = deg∃qU(T ) =∞.

Example 2 illustrates that there are (almost) quasi-Urbanik structures theories of which are not
almost quasi-Urbanik.

The list of inequalities (4) and (5) is extended by the following:

deg∃qU(M) ≤ deg∃-syntrig (M). (6)

Indeed, the inequality (6) holds for any structureM since dcl(A) = M implies that dcl(B) = M =

acl(B) for any B ⊇ M , i.e. MA is quasi-Urbanik, with deg∃qU(M) ≤ |A| = deg∃-syntrig (M), where A
witnesses the value deg∃-syntrig (M).

The inequality (6) can be arbitrarily strict since any unar M with a successor function s(x) is
quasi-Urbanik, with deg∃qU(M), whereas that unar can have arbitrarily many connected components.
The finite number of connected components equals deg∃-syntrig (M), and if there are infinitely many
connected components, then deg∃-syntrig (M) =∞.

Similarly to the inequality (6) we have the inequality:

deg∀qU(M) ≤ deg∀-syntrig (M).

The following assertion shows that if a theory T is almost quasi-Urbanik, with finite degrees, then
the equalities in (4) and (5) hold:

Proposition 1. If a theory T is almost quasi-Urbanik, then each model M of T is almost quasi-
Urbanik, too, with deg∃qU(M) = deg∃qU(T ). Moreover, if deg∀qU(T ) is finite, then we have deg∀qU(M) is
finite, too, with deg∀qU(M) = deg∀qU(T ).

Proof. Let deg∃qU(T ) = n ∈ ω. Then T admits an expansion TA by a set A of constants, with
minimal cardinality n, such that TA is quasi-Urbanik: deg∃qU(TA) = 0. Since a model M of T is
expansible till a modelMA of TA and the property deg∃qU(T ) = n is expressed syntactically containing a
description that (n−1)-element sets do not produce the quasi-Urbanikness, it is satisfies inM implying
deg∃qU(M) = n. Similar arguments witness that if deg∀qU(T ) = n ∈ ω, then deg∀qU(M) = deg∀qU(T ) for
anyM |= T . �

Let Σ1 be a signature of both unary predicate symbols and constant symbols.
The following theorem describes the behavior of almost quasi-Urbanikness of theories in the signa-

ture Σ1.

Theorem 2. Let T be a theory of a signature Σ1,M |= T . Then the following conditions hold:
1) T is quasi-Urbanik iff each algebraic 1-type over ∅ has a unique realization;
2) T is almost quasi-Urbanik iff T has finitely many algebraic 1-types p1, . . . , pn over ∅ with at

least two realizations; here deg∃qU(T ) =
n∑
i=1

(|pi(M)| − 1);

3) deg∀qU(T ) > 0 is finite iff M is finite and has an algebraic 1-type p ∈ S(∅) with at least two
realizations; here deg∀qU(T ) = |M | − 1.
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Proof. Without loss of generality we assume that constant symbols are replaced by unary pred-
icates with unique solutions. In view of the signature Σ1 there are no links between elements and
algebraic sets are defined by Boolean combinations of given unary predicates such that these Boolean
combinations have finitely many solutions. Thus, the quasi-Urbanikness means that these complete
Boolean combinations defining acl(∅) defines singletons producing Item 1.

The almost quasi-Urbanikness of T means that algebraic 1-types p become definable after fixing
all their realizations except one for each type p. It confirms Item 2.

If deg∀qU(T ) ∈ ω \ {0}, then T is almost quasi-Urbanik and is not quasi-Urbanik. Using 1) and 2)
we find an algebraic 1-type p ∈ S(∅) with at least two realizations. NowM is finite and the (|M |− 1)-
element subsets of M confirm the value deg∃qU(T ) since the smaller quantity can not cover universally
|p(M)| − 1 realizations of p. �

In view of the equality (2) and Theorem 2, we have the following:
Corollary 1. Let T be the family of theories in signatures of the form Σ1. Then

DEG2,qU(T ) = DEG2,qU.

Clearly, any theory of a finite structure is almost quasi-Urbanik. At the same time, as the following
example shows, there are almost quasi-Urbanik theories of infinite structures which are not quasi-
Urbanik.

Example 3. Let M be a countable structure of an equivalence relation E with one two-element
E-class E0 = {a, b} and two infinite E-classes Ea and Eb such thatM is supplied by a binary relation
R = {(a, a′) | a′ ∈ Ea} ∪ {(b, b′) | b′ ∈ Eb}. For T = Th(M), we have deg∀qU(T ) = 1 since dcl(∅) = ∅,
E0 = acl(∅), and M = dcl({d}) for any element d ∈ M , producing dcl(A) = acl(A) for any nonempty
A ⊆ M . deg∃qU(T ) = 1, too. Thus, deg2,qU(T ) = (1, 1). The theory T is ω-categorical and ω-stable
with Morley rank 1 and Morley degree 2: MR(T ) = 1, deg(T ) = 2.

Below we will show that natural values deg∀qU(T ) ≥ 1 can not be realized in the class of strongly
minimal theories, i.e. Morley characteristics in Example 3 are minimally possible.

2 Spectra of almost quasi-Urbanikness for ordered structures and their theories

Example 4. LetM be a structure of an equivalence relation E expanded by a linear order on the
quotient M/E, i.e., M is a preordered set by a preorder ≤ such that maximal antichains form the
equivalence relation E such that elements in distinct E-classes are ≤-comparable. Besides, E =≤ ∩ ≥.

Clearly, T = Th(M) is quasi-Urbanik iff E has either one-element or infinite E-classes. Moreover,
any linearly ordered structureM is quasi-Urbanik, i.e. deg2,qU(T ) = (0, 0).

Since elements of each E-class E(a) are connected by automorphisms over sets of elements in other
E-classes, the possibilities of values deg∃qU(M) and deg∀qU(M) repeat ones in Example 1. Here, ifM
has finitely many one-element E-classes then all these E-classes are contained in dcl(∅).

In particular, Th(M) is almost quasi-Urbanik with deg∃qU(Th(M)) > 0 iffM has a finite E-class
with at least two elements and there are finitely many these E-classes, and deg∃qU(Th(M)) ∈ ω \ {0}
iffM is quasi-Urbanik, orM is finite with some E-class containing at least two elements.

In view of Example 4 we have the following modification of Theorem 1:
Theorem 3. Let Tpo be the family of theories of preordered structures. Then

DEG2,qU(Tpo) = DEG2,qU.

Definition 2. [12,13]. The following generalization of linear and circular orders produces an n-ball,
or n-spherical, or n-circular order relation, for n ≥ 2, which is described by an n-ary relation Kn

satisfying the following conditions:
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(nso1) for any even permutation σ on {1, 2, . . . , n},

∀x1, . . . , xn
(
Kn(x1, x2, . . . , xn)→ Kn

(
xσ(1), xσ(2) . . . , xσ(n)

))
;

(nso2) ∀x1, . . . , xn
(

(Kn(x1, . . . , xi, . . . , xj , . . . , xn)∧

∧Kn(x1, . . . , xj , . . . , xi, . . . , xn))↔
∨

1≤k<l≤n
xk ≈ xl

)
for any 1 ≤ i < j ≤ n;

(nso3) ∀x1, . . . , xn

(
Kn(x1, . . . , xn)→

→ ∀t

(
n∨
i=1

Kn(x1, . . . , xi−1, t, xi+1, . . . , xn)

) )
;

(nso4) ∀x1, . . . , xn(Kn(x1, . . . , xi, . . . , xj , . . . , xn)∨

∨Kn(x1, . . . , xj , . . . , xi, . . . , xn)), 1 ≤ i < j ≤ n.

The axioms above produce linear orders K2 and circular orders K3.
Structures M = 〈M,Kn〉 with n-spherical orders Kn are called n-spherically ordered sets, or

n-spherical orders, too. If a structureM contains a n-spherical order, thenM is called a n-spherically
ordered structure, or simply spherically ordered structure if n is known.

An n-spherically ordered set 〈A,Kn〉, where n ≥ 2, is called dense if it contains at least two elements
and for each (a1, a2, a3, . . . , an) ∈ Kn with a1 6= a2 there is b ∈ A \ {a1, a2, . . . , an} such that

|= Kn(a1, b, a3, . . . , an) ∧Kn(b, a2, a3, . . . , an).

Following [14], n-spherical orders Kn on infinite setsM witness the strict order property producing
unstable structures 〈M,Kn〉, since fixing n− 2 distinct coordinates a1, . . . , an−2 in the relation Kn, we
obtain a linear order on M \ {a1, . . . , an−2}.

As any linearly ordered structure is quasi-Urbanik, we obtain the following:
Theorem 4. Any n-spherically ordered structure M has an almost quasi-Urbanik theory T with

deg∀qU(T ) ≤ n− 2.
Remark 2. The inequality in Theorem 4 can be strict and can produce the equality. Indeed, ifM is

a dense spherical order, thenM is quasi-Urbanik, with deg∀qU(Th(M)) = 0, since dcl(A) = acl(A) = A
since the theory Th(M) has quantifier elimination [13] without possibilities to define new algebraic
elements, outside A.

At the same time ifM′ is an expansion ofM by a unary predicate Pm containing m > 1 elements,
then we have to fix n− 2 arbitrary elements in M producing a quasi-Urbanik expansion that implies
deg∀qU(Th(M′)) = n− 2. Here the value deg∃qU(Th(M′)) can vary depending on m: it is equal m− 1
for m− 1 < n− 2, and equals n− 2 if m− 1 ≥ n− 2.

In view of the equality (2), Theorem 4 and Remark 2, we have:

Theorem 5. Let Tso be the family of theories of spherically ordered structures. Then

DEG2,qU(Tso) = {(0, 0)} ∪ {(m,n) | m,n ∈ ω \ {0},m ≤ n} =

= DEG2,qU \ {(µ,∞) | µ ∈ (ω \ {0}) ∪ {∞}}.
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The following examples illustrate possibilities for deg2,qU(T ) = (m,n) for extensions of spherically
ordered structures by two new elements.

Example 5. LetM1,2 be a countable structure of an equivalence relation E with one two-element
E-class E0 = {a1, a2} and one infinite E-class E1 such that E1 is supplied by a binary relation < of
dense linear order without endpoints, andM is supplied by a ternary relation R3 consisting of triples
(a1, b1, b2) and (a2.b2.b1) for any b1 < b2. For the theory T1,2 = Th(M1,2), we have deg∃qU(T1,2) = 1

and deg∀qU(T1,2) = 2 since dcl(∅) = ∅, E0 = acl(∅), E0 = dcl({ai}) = dcl({ai, b1}) = dcl({b1, b2}),
i = 1, 2, b1, b2 ∈ E1, b1 6= b2, producing dcl(A) = acl(A) for any A ⊆ M1,2 with |A| ≥ 2. Thus
deg2,qU(T1,2) = (1, 2).

Now we modify the theory T1,2 replacing inM1,2 the linear order < by a dense n-spherical order
Kn [13], n ≥ 3, reduced to the strict one K∗n, i.e. the reduction of the spherical order to the set of
tuples with pairwise distinct coordinates. The relation Kn divides the set of n-tuples with pairwise
distinct coordinates in E1 into two parts such that the complement Kn of Kn in En1 equals the set of
odd permutations of tuples in K∗n. Instead of R3 we consider the (n+ 1)-ary relation Rn+1 collecting
tuples (a1, b), b ∈ K∗n, and tuples (a2, b), b ∈ Kn. For the obtained structureM1,n and its theory T1,n,
we have deg∃qU(T1,n) = 1 and deg∀qU(T1,n) = n since dcl(∅) = ∅, E0 = acl(∅), E0 = dcl({ai}) = dcl(b),
i = 1, 2, b ∈ E1 with pairwise distinct coordinates, l(b) = n, producing dcl(A) = acl(A) for any
A ⊆M1,n with |A| ≥ n. Thus, deg2,qU(T1,n) = (1, n).

3 Spectra of almost quasi-Urbanikness and relative dimensions of algebraic closures for strongly
minimal theories

Theorem 6. For any strongly minimal theory T either deg∀qU(T ) = 0 or deg∀qU(T ) =∞.

Proof. Let deg∀qU(T ) = m > 0, m ∈ ω. Taking a big saturated model M, we find an algebraic
set A ⊂ M with |A| = n > 1 such that A is definable by a complete formula ϕ(x, a) such that for
any m-tuple b ⊂ M , A is divided into singletons by formulae ψi(x, b), i = 1, . . . , n. Since the tuples
b are arbitrary, we can fix m− 1 coordinates and take one mobile coordinate, say m-th one, realizing
the unique non-algebraic type p(y) over A. Moreover, as the model M is big enough, elements of A
are connected by a-automorphisms and realizations of p(y) are connected by A-automorphisms. Since
A is finite and its elements are connected by a-automorphisms we can connect elements of A by a
fixed formula ψi with infinitely many realizations of p(y) such that ψi-images with respect to these
realizations are unique. As T is strongly minimal, M can not be divided into two infinite definable
parts. Thus, ψi-preimages of elements of A should be intersected contradicting the uniqueness of
ψi-images. �

In view of the equality (2), Theorem 6 and strongly minimal realizations of quasi-Urbanik degrees
in Example 1, we obtain the following:

Corollary 2. Let Tsm be the family of strongly minimal theories. Then

DEG2,qU(Tsm) = {(0, 0)} ∪ {(µ,∞) | µ ∈ (ω \ {0}) ∪ {∞}}.

Example 6. LetM = 〈M, s1〉 be a structure, where s(x) is the successor function, and Th(M) has
the following axioms:

A1 := ∀z∃! t s(z) = t,

A2 := ∃x1∃x2[x1 6= x2 ∧ ∀y1 s(y1) 6= x1 ∧ ∀y2 s(y2) 6= x2 ∧ ∀t(t 6= x1 ∧ t 6= x2 → ∃z s(z) = t)],

A3 := ∀x1∀x2∀t1∀t2[s(x1) = t1 ∧ s(x2) = t2 → (x1 6= x2 ↔ t1 6= t2)].

Thus, M consists of two disjoint copies of N, where N is the set of natural numbers. It can be
established that Th(M) is a strongly minimal theory. Further, we have: dcl(∅) = ∅, acl(∅) = M ,
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and dcl(A) = acl(A) for any non-empty A ⊆ M . Thus, acl(∅) \ dcl(∅) is infinite, Th(M) is almost
quasi-Urbanik and non-quasi-Urbanik.

We say that a set A is definably independent if a 6∈ dcl(A\{a}) for any a ∈ A. Denote by dimdcl(A)
the cardinality of maximal definably independent subset of A.

Observe that in Example 6 dimdcl(acl(∅) \ dcl(∅)) = 1.
Consider for every m ≥ 2 the following sentence:

Bm := ∃x1 . . . ∃xm[∧1≤i<j≤mxi 6= xj ∧ ∧mi=1∀y s(y) 6= xi ∧ ∀t(∧mi=1t 6= xi → ∃z s(z) = t)].

If we consider the structureM = 〈M, s1〉 with axioms A1, Bm and A3, then we have dimdcl(acl(∅)\
dcl(∅)) = m− 1.

Consider for every m ≥ 2 the following sentence:

Cm := ∃x1 . . . ∃xm[∧1≤i<j≤mxi 6= xj ∧ ∧mi=1∀y s(y) 6= xi].

If we consider the structureM = 〈M, s1〉 with axioms A1, A3 and {Cm | m ≥ 1}, then we lose the
strong minimality, and Th(M) is an ω-stable quasi-Urbanik theory of Morley rank 2 with acl(∅) = ∅.

Thus, we have the following proposition:

Proposition 2. For every natural m ≥ 1 there exists an almost quasi-Urbanik strongly minimal
theory such that acl(∅) \ dcl(∅) is infinite and dimdcl(acl(∅) \ dcl(∅)) = m.

The following example shows that if T is not almost quasi-Urbanik, then dimdcl(acl(∅)\dcl(∅)) = m
can be infinite.

Example 7. LetM = 〈M,E2〉 be a strongly minimal structure, where E is an equivalence relation
partitioning M into infinitely many n-element E-classes for some n ≥ 3. Let M′ be an expansion
of M by marking exactly one element from each E-class by a constant. Then we have that both
aclM′(∅) \ dclM′(∅) and dimdcl(aclM′(∅) \ dclM′(∅)) are infinite, but Th(M′) is not almost quasi-
Urbanik, cf. Example 1. At the same time, following Example 5, the theory Th(M′) admits a
cyclification producing a quasi-Urbanik expansion.

The following example produces a similar effect, as in Example 7, in the class of simple unstable
theories.

Example 8. Consider a predicate language L consisting of two unary predicate symbols P and Q,
two binary predicate symbols E and R, expanded by countably many constant symbols cn, n ∈ ω. We
construct a countable structure M with M = P ∪̇Q, where P and Q are countable, such that E is
an equivalence relation dividing P on three-element E-classes En with cn ∈ En, n ∈ ω, and having
one-element E-classes on Q. Now we interpret R as a random symmetric binary relation connecting
each element of Q with one element in each E(cn) \ {cn}, n ∈ ω.

We have dclM(∅) = {cn | n ∈ ω}, aclM(∅) =
⋃
n∈ω

E(cn), with infinite aclM(∅) \ dclM(∅). Thus the

structureM is not quasi-Urbanik. At the same timeM is almost quasi-Urbanik, since for any element
a ∈ Q the expansionM′ ofM by the constant ca for this element allows to define all elements of P :
dclM′(∅) = aclM′(∅) = P∪{ca}. Moreover, for any A ⊆M , dclM′(A) = aclM′(A) = dclM′(∅)∪(Q∩A).

Finally we observe that the theory Th(M) is not almost quasi-Urbanik, since M has elementary
extensions with three-element E-classes which are not marked by constants, and finitely many new
constants can not reduce algebraic closures to definable ones for these E-classes.

4 Degrees of quasi-Urbanikness for disjoint unions of structures and their theories

In this section we describe possibilities for degrees of quasi-Urbanikness for disjoint unions of struc-
tures and their theories. This description correlates with similar description for degrees of rigidity [5].
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Definition 3. [15] The disjoint union
⊔
n∈ω
Mn of pairwise disjoint structuresMn for pairwise disjoint

predicate languages Σn, n ∈ ω, is the structure of language
⋃
n∈ω

Σn ∪ {P (1)
n | n ∈ ω} with the universe⊔

n∈ω
Mn, Pn = Mn, and interpretations of predicate symbols in Σn coinciding with their interpretations

inMn, n ∈ ω. The disjoint union of theories Tn for pairwise disjoint languages Σn accordingly, n ∈ ω,
is the theory ⊔

n∈ω
Tn 
 Th

(⊔
n∈ω
Mn

)
,

whereMn |= Tn, n ∈ ω.
Clearly, the theory

⊔
n∈ω

Tn does not depend on choice of models Mn |= Tn. Besides, the notion

of disjoint union admits reductions to finitely many structures and theories, obtaining the structures
M1 t . . . tMn and their theories T1 t . . . t Tn.

Theorem 7. For any disjoint predicate structuresM1 andM2 the following conditions hold:
1. deg∃qU(M1 t M2) = deg∃qU(M1) + deg∃qU(M2), in particular, deg∃qU(M1 t M2) is finite iff

deg∃qU(M1) and deg∃qU(M2) are finite.
2. deg∀qU(M1 tM2) = 0 iff deg∀qU(M1) = 0 and deg∀qU(M2) = 0, i.e. M1 tM2 is quasi-Urbanik

iffM1 andM2 are quasi-Urbanik.
3. If deg∀qU(M1 t M2) > 0 then it is finite iff deg∀qU(M1) > 0 is finite and M2 is finite, or

deg∀qU(M2) > 0 is finite andM1 is finite. Here,

deg∀qU(M1 tM2) = max{|M1|+ deg∀qU(M2), |M2|+ deg∀qU(M1)}.

Proof word by word repeats the proof of Theorem 2 in [5] replacing degrees of rigidity by degrees
of quasi-Urbanikness. �

Theorem 7 immediately implies the following corollaries.

Corollary 3. For any disjoint predicate structures M1 and M2 and their theories T1 and T2,
respectively, the following conditions hold:

1. deg∃qU(T1 tT2) = deg∃qU(T1) + deg∃qU(T2), in particular, deg∃qU(T1 tT2) is finite iff deg∃qU(T1) and
deg∃qU(T2) are finite.

2. deg∀qU(T1 t T2) = 0 iff deg∀qU(T1) = 0 and deg∀qU(T2) = 0, i.e. T1 t T2 is quasi-Urbanik iff T1 and
T2 are quasi-Urbanik.

3. If deg∀qU(T1tT2) > 0, then it is finite iff deg∀qU(T1) > 0 is finite andM2 is finite, or deg∀qU(T2) > 0
is finite andM1 is finite. Here,

deg∀qU(T1 t T2) = max{|M1|+ deg∀qU(T2), |M2|+ deg∀qU(T1)}.

Corollary 4. Let T be the family of all theories of form T1 t T2. Then DEG2,qU(T ) = DEG2,qU.

5 Degrees of quasi-Urbanikness for compositions of structures and their theories

Recall the notions of composition for structures and theories.

Definition 4. [16] LetM and N be structures of relational languages ΣM and ΣN respectively. We
define the compositionM[N ] ofM and N satisfying the following conditions:

1) ΣM[N ] = ΣM ∪ ΣN ;
2) M [N ] = M ×N , where M [N ], M , N are universes ofM[N ],M, and N respectively;
3) if R ∈ ΣM\ΣN , µ(R) = n, then ((a1, b1), . . . , (an, bn)) ∈ RM[N ] if and only if (a1, . . . , an) ∈ RM;
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4) if R ∈ ΣN \ ΣM, µ(R) = n, then ((a1, b1), . . . , (an, bn)) ∈ RM[N ] if and only if a1 = . . . = an
and (b1, . . . , bn) ∈ RN ;

5) if R ∈ ΣM∩ΣN , µ(R) = n, then ((a1, b1), . . . , (an, bn)) ∈ RM[N ] if and only if (a1, . . . , an) ∈ RM,
or a1 = . . . = an and (b1, . . . , bn) ∈ RN .

The theory T = Th(M[N ]) is called the composition T1[T2] of the theories T1 = Th(M) and
T2 = Th(N ).

By the definition, the compositionM[N ] is obtained replacing each element ofM by a copy of N .

Definition 5. [16]. The compositionM[N ] is called E-definable ifM[N ] has an ∅-definable equiv-
alence relation E E-classes of which are universes of the copies of N formingM[N ].

Proposition 3. Let M[N ] be an E-definable composition consisting of copies Ni, i ∈ I, of the
structure N , A ⊆M [N ]. Then:

1) aclM[N ](A) =
⋃
i

aclNi(A ∩Ni) ∪
⋃

Nj/E∈aclM[N ]/E(A/E)

aclNj (∅);

2) dclM[N ](A) =
⋃
i

dclNi(A ∩Ni) ∪
⋃

Nj/E∈dclM[N ]/E(A/E)

dclNj (∅).

Proof. 1. By the definition of E-definable composition, formulae define both E-classes by means of
the language forM and subsets of E-classes by means of the language for N . Therefore formulae in
the language forM[N ] define both algebraic sets of E-classes in the quotientM[N ]/E and algebraic
sets inside copies Ni of N . Thus aclM[N ](A) is composed by algebraic sets inside copies Ni containing
elements of A and defined by restrictions A∩Ni, and by algebraic sets of E-classes with respect to the
quotient A/E in M[N ]/E. In the latter case defining finitely many E-classes containing copies Nj ,
we collect aclNj (∅), obtaining the required equality.

2. We repeat the arguments above replacing algebraic closures by definable ones. �

The following theorem describes possibilities of deg∃qU(M[N ]) with respect to characteristics of
given predicate structuresM and N .

Theorem 8. For any E-definable compositionM[N ] the following conditions hold:
1) if N is finite and deg∃qU(N ) = 0, then deg∃qU(M[N ]) = deg∃qU(M);
2) if N is finite and deg∃qU(N ) > 0, then deg∃qU(M[N ]) = deg∃qU(N ) · |M | for finite M and

deg∃qU(M[N ]) = ∞ for infinite M; these equalities stay valid for infinite N with positive natural
deg∃qU(N );

3) if N is infinite and deg∃qU(N ) = 0, then deg∃qU(M[N ]) = 0;
4) if N is infinite and deg∃qU(N ) =∞, then deg∃qU(M[N ]) =∞.

Proof. 1. Let N be finite and deg∃qU(N ) = 0. It implies that for any set A ⊆ N , its algebraic closure
equals definable one. Now taking elements in each copy of N laying inM[N ] such that these copies
correspond to elements inM witnessing deg∃qU(M), we obtain algebraic closures composed by copies
of N correspondent to elements of algebraic closures inM and reduced to definable ones. Thus, using
algebraic sets in algebraic closures described in Proposition 3, we obtain deg∃qU(M[N ]) = deg∃qU(M).

2. Let deg∃qU(N ) = n ∈ ω \ {0}. Since copies of N in M[N ] become quasi-Urbanik marking
independently appropriate n elements, we have to mark these elements by constants all together
obtaining deg∃qU(M[N ]) = n · |M |. If deg∃qU(N ) =∞, then each copy of N inM[N ] can not become
quasi-Urbanik after marking by finitely many constants implying deg∃qU(M[N ]) =∞.

3. Let N be infinite and deg∃qU(N ) = 0. Then algebraic closures are definable inside any copy of
N inM[N ] and, as N be infinite, this property is preserved for links between distinct copies of N in
M[N ] in view of Proposition 3. Thus deg∃qU(M[N ]) = 0.
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4. We repeat arguments for Item 2 with infinite N : if deg∃qU(N ) = ∞, then no finite set can
transform an algebraic closure into a definable one implying deg∃qU(M[N ]) =∞. �

Remark 3. It is shown in [16] thatE-definable compositionsM[N ] uniquely define theories Th(M[N ])
by theories Th(M) and Th(N ) and types of elements in copies of N are defined by types in these
copies and types for connections between these copies.

In view of Theorem 8 and Remark 3 we have the following:

Corollary 5. For any E-definable compositionM[N ] and the theories T1 ofM, T2 of N , and T1[T2]
ofM[N ] the following conditions hold:

1) if N is finite and deg∃qU(T ) = 0, then deg∃qU(T1[T2]) = deg∃qU(T1);
2) if N is finite and deg∃qU(T2) > 0, then deg∃qU(T1[T2]) = deg∃qU(T2) · |M | for finite M and

deg∃qU(T1[T2]) = ∞ for infinite M; these equalities stay valid for infinite N with positive natural
deg∃qU(T2);

3) if N is infinite and deg∃qU(T2) = 0, then deg∃qU(T1[T2]) = 0;
4) if N is infinite and deg∃qU(T2) =∞, then deg∃qU(T1[T2]) =∞.

The following theorem describes possibilities of deg∀qU(M[N ]) with respect to characteristics of
given predicate structuresM and N .

Theorem 9. For any E-definable compositionM[N ] the following conditions hold:
1) if N is finite and deg∀qU(N ) = 0, then deg∀qU(M[N ]) = deg∀qU(M) · |N |;
2) if N is finite and deg∀qU(N ) > 0, then deg∀qU(M[N ]) = deg∀qU(N ) + (|M | − 1)|N | for finite M

and deg∀qU(M[N ]) =∞ for infiniteM;
3) if N is infinite and deg∀qU(N ) = 0, then deg∀qU(M[N ]) = 0;
4) if N is infinite and deg∀qU(N ) > 0, then deg∀qU(M[N ]) = deg∀qU(N ) for |M | = 1 and

deg∀qU(M[N ]) =∞ for |M | > 1.

Proof. 1. Let N be finite and deg∀qU(N ) = 0. Then the value deg∀qU(M[N ]) is reduced to the value
deg∀qU(M), where each element in a set witnessing this value is replaced by a copy of N . Since all
elements of these copies are involved to witness deg∀qU(M[N ]), we obtain deg∀qU(M[N ]) = deg∀qU(M) ·
|N |.

2. Let N be finite and deg∀qU(N ) > 0. In such a case each copy of N M[N ] should contain copies
of sets witnessing deg∀qU(N ). Moreover, since elements of one copy can not reduce algebraic closures to
definable ones in other copies, the set witnessing the value deg∀qU(M[N ]) has to contain all elements
in all copies of N besides one. Thus, deg∀qU(M[N ]) = deg∀qU(N ) + (|M | − 1)|N | for finite M and
deg∀qU(M[N ]) =∞ for infiniteM.

3. If N is infinite and deg∀qU(N ) = 0, then neither links between elements ofM nor links between
elements of N can give algebraic sets which are not reduced to definable ones. In view of Proposition
3, we obtain deg∀qU(M[N ]) = 0.

4. Let N be infinite and deg∀qU(N ) > 0. If |M | = 1, then M[N ] is reduced to N implying
deg∀qU(M[N ]) = deg∀qU(N ). Otherwise algebraic closures in M[N ] are reduced to algebraic clo-
sures inside copies Ni of N and finite possibility of deg∀qU(Ni) is witnessed by arbitrary subsets
in other copies of N which are infinite. Then in any case, finite or infinite deg∀qU(Ni), we obtain
deg∀qU(M[N ]) =∞. �

In view of Theorem 8 and Remark 3 we have the following:

Corollary 6. For any E-definable compositionM[N ] and the theories T1 ofM, T2 of N , and T1[T2]
ofM[N ], the following conditions hold:
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1) if N is finite and deg∀qU(T2) = 0, then deg∀qU(T1[T2]) = deg∀qU(T1) · |N |;
2) if N is finite and deg∀qU(T2) > 0, then deg∀qU(T1[T2]) = deg∀qU(T2) + (|M | − 1)|N | for finite M

and deg∀qU(T1[T2]) =∞ for infiniteM;
3) if N is infinite and deg∀qU(T2) = 0, then deg∀qU(T1[T2]) = 0;
4) if N is infinite and deg∀qU(T2) > 0, then deg∀qU(T1[T2]) = deg∀qU(T2) for |M | = 1 and

deg∀qU(T1[T2]) =∞ for |M | > 1.

6 Quasi-Urbanikization

Definition 6. An expansion M′ of a structure M is called a quasi-Urbanikization if M′ is quasi-
Urbanik. If T ′ = Th(M′) is quasi-Urbanik for a quasi-Urbanikization M′ of M, then T ′ is a quasi-
Urbanikization of the theory Th(M).

Remark 4. Let M′ be a namization, or a constantization of a structure M, i.e. naming each
element of M by constants. Clearly, M′ is a quasi-Urbanikization of M whereas this property does
not guarantee it for the theory Th(M′), as illustrated in Example 2.

Here, if M is finite, then any its namization M′ produces a quasi-Urbanikization Th(M′) of the
theory Th(M).

Remark 5. Let M be an infinite structure of an equivalence relation E each E-class of which
contains n elements. We expandM by a unary predicate R, choosing unique element in each E-class,
and by unary function f forming a cycle on each E-class E(a) and including all elements of E(a).
Thus we obtain a quasi-Urbanikization both for M and for the theory T = Th(M). The operator
producing that quasi-Urbanikization is called the R-cyclification of the structureM and its theory T .

It is essential here thatM is infinite since the considered cyclification preserves acl(∅) which is not
equal to dcl(∅) = ∅ for |M | ∈ ω \ {0, 1}.

More generally, we can define cyclifications for algebraic a-complete formulae ϕ(x, a), introducing
(l(a)+2)-ary predicates R′(x, y, z) such that R′(x, y, a) defines a cycle on ϕ(M, a) of length |ϕ(M, a)|,
as the R-cyclification for E-classes above.

These possibilities of quasi-Urbanikization can be considered as variations of almost quasi-Urba-
nikness.

In view of Remarks 4 and 5, we have the following:
Proposition 4. Any structure M admits a quasi-Urbanikization, i.e. M has a quasi-Urbanik ex-

pansionM′.
A natural question arises on the possibility of quasi-Urbanikization of an arbitrary theory T .

Conclusion

We introduced the notions of almost quasi-Urbanik structures and theories, and studied possi-
bilities for the degrees of quasi-Urbanikness, both for existential and universal cases. Links of these
characteristics and their possible values are described. We studied these values for linearly ordered,
preordered and spherically ordered structures and theories as well as for strongly minimal ones, and
for some natural operations including disjoint unions and compositions of structures and theories. A
series of examples illustrates possibilities of these characteristics. It would be interesting to continue
this research, describing possible values of degrees for natural classes of structures and their theories.
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In this paper a boundary value problem for a fourth-order equation of parabolic-hyperbolic type within a
pentagonal domain was investigated. In the equation under consideration, one characteristic aligns with
the Ox axis while the other aligns with the Oy axis. Initially, the problem was examined within the lower
triangle of the specified domain. Utilizing a differential equation solution construction method, a solution
to the formulated problem was derived. Subsequently, within the rectangles of the domain, employing the
continuation method, two relationships between the solution’s traces were established. Moreover, from the
parabolic segment of the domain, two additional relationships between unknown traces will be derived.
Solving this system of four equations enables determination of these traces, thereby resolving the problem.

Keywords: characteristic of the equation, differential and integral equations, method of constructing a
solution, boundary value problem, equations of parabolic-hyperbolic type, the line of type changing.
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Introduction

Intensive research into equations of mixed elliptic-parabolic and parabolic-hyperbolic types is mo-
tivated by the fact that, on one hand, these new types of mixed equations have been little studied
theoretically, and on the other hand, they are widely used in important issues of mechanics, physics,
and technology.

The necessity of considering conjugation problems arises when a parabolic equation is defined in one
part of the domain and a hyperbolic equation in another, as emphasized by I.M. Gelfand in 1959 [1].
He provides an example concerning the movement of gas in a channel surrounded by a porous medium:
within the channel, the gas movement is described by the wave equation, while outside it, it is governed
by the diffusion equation.

One of the earliest works dedicated to the study of boundary value problems for parabolic-hyperbolic
equations was conducted by G.M. Struchina [2]. Subsequently, Y.S. Uflyand [3] further explored the
problem of electrical oscillation propagation in composite lines, where losses are neglected in the semi-
infinite section of the line, treating the remainder of the line as a cable without leakage, through the
solution of boundary value problems for parabolic-hyperbolic equations.

Since the 1970s, research on boundary value problems for equations of third, fourth, and higher
orders of the parabolic-hyperbolic type has seen intensive development. These boundary value problems
were initially explored by T.D. Dzhuraev and his students [4, 5].

Subsequently, research on boundary value problems for third and fourth-order equations [6] and
those of higher orders in the parabolic-hyperbolic type has significantly broadened. Currently, it is
expanding into areas concerning the complexity of equations, the breadth of their application, and the
generalization of problems related to these equations. The investigation has extended to numerous
∗Corresponding author. E-mail: mirzamamajonov@gmail.com
Received: 7 June 2024; Accepted: 21 November 2024.
c© 2025 The Authors. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/)
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boundary value problems for such equations across various domains, involving two or three lines of
change in type [7–9]. In the works [10, 11], some boundary value problems for fourth-order equations
of parabolic-hyperbolic type, similar to equations of type (1) (see below) in a pentagonal region with
two lines of type change, were studied. In the works [12, 13], considered boundary value problems for
a mixed parabolic-hyperbolic equation with known and unknown dividing lines, as well as nonlocal
boundary value problems and problems with a free boundary for parabolic, hyperbolic and mixed
parabolic-hyperbolic equations. Work [14] is devoted to the study of boundary value problems and
their spectral properties for equations of mixed parabolic-hyperbolic and mixed-composite types. In
[15], boundary value problems for linear loaded differential and third-order integro-differential equations
of mixed type were posed and studied. Then the study began of a number of different boundary value
problems for mixed parabolic-hyperbolic equations of the third and fourth orders in various domains
with two and three lines of change of type see, for example, [16–28].

1 Formulation of the problem

In the work [29], an equation of the form(
a1

∂

∂x
+ b1

∂

∂y

)(
a2

∂

∂x
+ b2

∂

∂y

)
(Lu) = 0 (1)

in the pentagonal areaG, indicated below, where a1, b1, a2, b2 ∈ R, and a2i+b2i 6= 0 (i = 1, 2). Depending
on the value of the coefficients a1, b1, a2, b2, a number of boundary value problems are posed for
equation (1). In this work, boundary value problems are posed for 21 cases separately. In this present
work, we consider the case of 3◦ (a1 = 1, b1 = 0, a2 = 0, b2 = 1). Then equation (1) has the form

∂2

∂x∂y
(Lu) = 0, (2)

where G = G1 ∪G2 ∪G3 ∪G4 ∪ J1 ∪ J2 ∪ J3; G1, G3, G4 are rectangles with vertices at points A (0, 0),
A0 (0, 1), B0 (1, 1), B (1, 0); A, A0, D0 (−1, 1), D (−1, 0); B, B0, C0 (2, 1), C (2, 0) respectively, G2 is
a triangle with vertices at points C, D, E (1/2 ,−3/2 ); J1, J2, J3 are open segments with vertices at
points C, D; A, A0; B, B0 respectively, which are lines of change like equation (2); u = u (x, y) is an
unknown function,

Lu =

{
u1xx − u1y, (x, y) ∈ G1,

uixx − uiyy, (x, y) ∈ Gi (i = 2, 3, 4) .

For equation (2), the following problem is formulated:
Problem M . It is required to find a function u (x, y), satisfying the following conditions:
1) it is continuous in G and in the domain G\J1\J2\J3 has continuous derivatives involved in

equation (2), and ux, uy, uxx, uxy and uyy are continuous up to part of the boundary of the domain
G, indicated in the boundary conditions;

2) it satisfies the equation (2) in the domain G\J1\J2\J3;
3) it satisfies the following boundary conditions:

u(2, y) = ϕ1 (y) , 0 ≤ y ≤ 1, (3)

u(−1, y) = ϕ2 (y) , 0 ≤ y ≤ 1, (4)

ux (−1, y) = ϕ4 (y) , 0 ≤ y ≤ 1, (5)

u|CE = ψ1 (x) , 1/2 ≤ x ≤ 2, (6)
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u|DP = ψ2 (x) , −1 ≤ x ≤ −1/2, (7)

u|QE = ψ3 (x) , 0 ≤ x ≤ 1/2, (8)

∂u

∂n

∣∣∣∣
DE

= ψ4 (x) , −1 ≤ x ≤ 1/2, (9)

∂2u

∂n2

∣∣∣∣
DE

= ψ5 (x) , −1 ≤ x ≤ 1/2, (10)

∂u

∂n

∣∣∣∣
CE

= ψ6 (x) , 1/2 ≤ x ≤ 2; (11)

and
4) the following continuous gluing conditions:

u (x, +0) = u (x,− 0) = T (x) , −1 ≤ x ≤ 2, (12)

uy (x, +0) = uy (x, −0) = N (x) , −1 ≤ x ≤ 2, (13)

uyy (x, +0) = uyy (x, −0) = M (x) , x ∈ (−1, 0) ∪ (0, 1) ∪ (1, 2) , (14)

u (+0, y) = u (−0, y) = τ4 (y) , 0 ≤ y ≤ 1, (15)

ux (+0, y) = ux (−0, y) = ν4 (y) , 0 ≤ y ≤ 1, (16)

uxx (+0, y) = uxx (−0, y) = µ4 (y) , 0 < y < 1, (17)

u (1 + 0, y) = u (1− 0, y) = τ5 (y) , 0 ≤ y ≤ 1, (18)

ux (1 + 0, y) = ux (1− 0, y) = ν5 (y) , 0 ≤ y ≤ 1, (19)

uxx (1 + 0, y) = uxx (1− 0, y) = µ5 (y) , 0 < y < 1. (20)

Here ϕ1, ϕ2, ϕ4 and ψj
(
j = 1, 6

)
are given sufficiently smooth functions, n is the internal normal to

the line x− y = 2 (CE) or x+ y = −1 (DE), and P (−1/2 ,−1/2 ), Q (0,−1). Besides,

T (x) =


τ2 (x) , −1 ≤ x ≤ 0,

τ1 (x) , 0 ≤ x ≤ 1,

τ3 (x) , 1 ≤ x ≤ 2,

N (x) =


ν2 (x) , −1 ≤ x ≤ 0,

ν1 (x) , 0 ≤ x ≤ 1,

ν3 (x) , 1 ≤ x ≤ 2,

M (x) =


µ2 (x) , −1 < x < 0,

µ1 (x) , 0 < x < 1,

µ3 (x) , 1 < x < 2,

where τi, νi, µi
(
i = 1, 5

)
are temporarily unknown sufficiently smooth functions.

2 The solution of the problem

The following theorem holds:

Theorem 1. Let ϕ1 ∈ C4 [0, 1], ϕ2 ∈ C4 [0, 1], ϕ4 ∈ C3 [0, 1], ψ1 ∈ C4 [1/2 , 2], ψ2 ∈ C4 [−1, −1/2 ],
ψ3 ∈ C4 [0, 1/2 ], ψ4 ∈ C3 [−1, 1/2 ], ψ5 ∈ C2 [−1, 1/2 ], ψ6 ∈ C3 [ 1/2 , 2], and the matching
conditions ϕ1 (0) = ψ1 (2), ϕ2 (0) = ψ2 (−1), τ1 (0) = τ2 (0) = τ4 (0), τ1 (1) = τ3 (1) = τ5 (0),
ν1 (0) = ν2 (0) = τ ′4 (0), ν1 (1) = ν3 (1) = τ ′5 (0), τ ′1 (0) = ν4 (0), τ ′1 (1) = ν5 (0) are satisfied, then the
problem M has a unique solution.
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Proof. We shall prove the theorem by the method of constructing a solution. To do this, we rewrite
equation (2) as

u1xx − u1y = ω11 (x) + ω12 (y) , (x, y) ∈ G1, (21)

uixx − uiyy = ωi1 (x) + ωi2 (y) , (x, y) ∈ Gi (i = 2, 3, 4) , (22)

where the notation u (x, y) = ui (x, y) , (x, y) ∈ Gi
(
i = 1, 4

)
is introduced, and ωi1 (x), ωi2 (y)

(i = 1, 4) are unknown sufficiently smooth functions.
First, consider problem M in the domain G2. The solution to equation (22) (i = 2), satisfying

conditions (12), (13), is represented in the form

u2 (x, y) =
1

2
[T (x+ y) + T (x− y)] +

1

2

x+y∫
x−y

N (t) dt

− 1

2

y∫
0

dη

x+y−η∫
x−y+η

ω21 (ξ) dξ −
y∫

0

(y − η)ω22 (η) dη. (23)

Substituting (23) into conditions (9) and (10) after some calculations, we obtain the following
system of equations

ω21 (x) + ω22 (−1− x) =
√

2ψ′4 (x) , −1 ≤ x ≤ 1/2,

ω21 (x)− ω22 (−1− x) = 2ψ5 (x)− 2T ′′ (−1)− 2N ′ (−1)− 2ω21 (−1) , −1 ≤ x ≤ 1/2.

From this system after some transformations, we find

ω21 (x) = ψ5 (x) +

√
2

2
ψ′4 (x)− T ′′ (−1)−N ′ (−1)− ω21 (−1) , −1 ≤ x ≤ 1/2, (24)

ω22 (y) = −ψ5 (−1− y) +

√
2

2
ψ′4 (−1− y) + T ′′ (−1) +N ′ (−1) + ω21 (−1) , −3/2 ≤ y ≤ 0. (25)

Adding (24) and (25), we find

ω21 (x) + ω22 (y) = [ψ5 (x)− ψ5 (−1− y)] +
√
2
2 [ψ′4 (x) + ψ′4 (−1− y)] ,

−1 ≤ x ≤ 1/2 , −3/2 ≤ y ≤ 0.
(26)

Now substituting (23) into condition (11), we have

ω21 (x) + ω22 (x− 2) = −
√

2ψ′6 (x) , 1/2 ≤ x ≤ 2.

Setting in (25) y = x− 2 and substituting the obtained equality into the last equality, we find

ω21 (x) = −
√

2ψ′6 (x)+ψ5 (1− x)−
√

2

2
ψ′4 (1− x)−T ′′ (−1)−N ′ (−1)−ω21 (−1) , 1/2 ≤ x ≤ 2. (27)

Hence, adding (25) and (27), we get

ω21 (x) + ω22 (y) = −
√

2ψ′6 (x) + [ψ5 (1− x)− ψ5 (−1− y)]

−
√
2
2 [ψ′4 (1− x)− ψ′4 (−1− y)] , 1/2 ≤ x ≤ 2, −3/2 ≤ y ≤ 0.

(28)

From (26) and (28), it follows that ψ′4 (1/2) = −ψ′6 (1/2).
Thus, we have found the function ω21 (x) + ω22 (y) for −1 ≤ x ≤ 2, −3/2 ≤ y ≤ 0 completely. It

is determined by formulas (26), (28).
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Now, substituting (23) into the condition (6), we arrive at the relation

T ′ (x) +N (x) = α1 (x) , −1 ≤ x ≤ 2, (29)

where

α1 (x) = ψ′1

(
x+ 2

2

)
+

x−2
2∫

0

ω21 (x− η) dη +

x−2
2∫

0

ω22 (η) dη.

And substituting (23) into condition (7), we get

τ ′2 (x)− ν2 (x) = δ1 (x) , −1 ≤ x ≤ 0, (30)

where

δ1 (x) = ψ′2

(
x− 1

2

)
−

−x+1
2∫

0

ω21 (x+ η) dη −

−x+1
2∫

0

ω22 (η) dη.

Next, substituting (23) into condition (8), we have

τ ′3 (x)− ν3 (x) = δ2 (x) , 1 ≤ x ≤ 2, (31)

where

δ2 (x) = ψ′3

(
x− 1

2

)
−

−x+1
2∫

0

ω21 (x+ η) dη −

−x+1
2∫

0

ω22 (η) dη.

a) For 0 ≤ x ≤ 1 the relation (29) has the form

τ ′1 (x) + ν1 (x) = α1 (x) , 0 ≤ x ≤ 1; (32)

b) for −1 ≤ x ≤ 0,
τ ′2 (x) + ν2 (x) = α1 (x) , −1 ≤ x ≤ 0; (33)

c) and when 1 ≤ x ≤ 2,
τ ′3 (x) + ν3 (x) = α1 (x) , 1 ≤ x ≤ 2. (34)

Solving the system {(30), (33)}, we find

τ ′2 (x) =
1

2
[α1 (x) + δ1 (x)] , ν2 (x) =

1

2
[α1 (x)− δ1 (x)] . (35)

Integrating the first of equalities (35) from −1 to x, we obtain

τ2 (x) =
1

2

x∫
−1

[α1 (t) + δ1 (t)] dt+ ψ2 (−1) , −1 ≤ x ≤ 0. (36)

And solving system (31), (34), we get

τ ′3 (x) =
1

2
[α1 (x) + δ2 (x)] , ν3 (x) =

1

2
[α1 (x)− δ2 (x)] . (37)

Integrating the first of equalities (37) from 2 to x, we have

τ3 (x) =
1

2

x∫
2

[α1 (t) + δ2 (t)] dt+ ψ1 (2) , 1 ≤ x ≤ 2. (38)
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Now, by differentiating the equation (21) with respect to y passing to the limit at y → 0 in the
resulting equation and in equation (22) (i = 2), we obtain

ν ′′1 (x)− µ1 (x) = ω′12 (0) , τ ′′1 (x)− µ1 (x) = ω21 (x) + ω22 (0) .

Eliminating the function µ1(x) from these relations and integrating the resulting equation twice
from 0 to x, we arrive at the relation

ν1 (x)− τ1 (x) = −
x∫

0

(x− t) [ω21 (t) + ω22 (0)] dt+
1

2
ω′12 (0)x2 + k1x+ k2,

where ω′12 (0), k1 and k2 are unknown constants.
Excluding the function ν1 (x) from the last relation and from (32), we have

τ ′1 (x) + τ1 (x) = α2 (x) +
1

2
ω′12 (0)x2 + k1x+ k2, 0 ≤ x ≤ 1, (39)

where

α2 (x) = α1 (x) +

x∫
0

(x− t) [ω21 (t) + ω22 (0)] dt.

Solving equation (39) under the conditions (see (35), (36), (37), (38))

τ1 (0) = ψ2 (−1) +
1

2

0∫
−1

[α1 (t) + δ1 (t)] dt, τ ′1 (0) =
1

2
[α1 (0) + δ1 (0)] ,

τ ′1 (1) =
1

2
[α1 (1) + δ2 (1)] , τ1 (1) = ψ1 (2)− 1

2

2∫
1

[α1 (t) + δ2 (t)] dt,

we find the function τ1 (x) as

τ1 (x) =

x∫
0

et−xα2 (t) dt+
ω′12 (0)

2

(
x2 − 2x+ 2− 2e−x

)
+ k1

(
x− 1 + e−x

)
+ k2

(
1− e−x

)
+ k3e

−x,

where

k3 =
1

2

0∫
−1

[α1 (t) + δ1 (t)] dt+ ψ2 (−1) ,

k2 =
1

2
[α1 (0) + δ1 (0)]− α2 (0) + k3,

k1 =
e− 2

2 (e− 3)
[α1 (1) + δ2 (1)] +

e− 2

3− e
α2 (1) +

2

3− e
ψ1 (2) +

+
3e− 4

e (3− e)
k2 +

4− e
e (3− e)

k3 −
1

3− e

1∫
0

etα2 (t) dt− 1

3− e

2∫
1

[α1 (t) + δ2 (t)] dt,

ω′12 (0) =
e

2
[α1 (1) + δ2 (1)]− α2 (1) e+

1∫
0

etα2 (t) dt− k2 + k3 − k1 (e− 1) .
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Thus, we have defined the functions ν1 (x), µ1 (x) and u2 (x, y).
Now, let us consider the problem in the domain G3. Passing to the limit at y → 0 in equations

(22) (i = 2) and (22) (i = 3), we find

ω31 (x) = ω21 (x) , −1 ≤ x ≤ 0,

where it should be ω32 (0) = ω22 (0).
Consider the following problem:

u3xx − u3yy = Ω31 (x) + ω32 (y) ,

u3 (x, 0) = T2 (x) , u3y (x, 0) = N2 (x) , −2 ≤ x ≤ 1,

u3 (−1, y) = ϕ2 (y) , u3x (−1, y) = ϕ4 (y) , u3 (0, y) = τ4 (y) , 0 ≤ y ≤ 1.

Here we used (4), (5) in the form u3(−1, y) = φ2(y), u3x(−1, y) = φ4(y).
We will seek a solution to this problem satisfying all conditions except the condition

u3x(−1, y) = ϕ4(y), in the form

u3 (x, y) = u31 (x, y) + u32 (x, y) + u33 (x, y) , (40)

where u31 (x, y) is the solution of the problem
u31xx − u31yy = 0,

u31 (x, 0) = T2 (x) , u31y (x, 0) = 0, −2 ≤ x ≤ 1,

u31 (−1, y) = ϕ2 (y) , u31 (0, y) = τ4 (y) , 0 ≤ y ≤ 1,

(41)

u32 (x, y) is the solution of the problem
u32xx − u32yy = ω32 (y) ,

u32 (x, 0) = 0, u32y (x, 0) = N2 (x) , −2 ≤ x ≤ 1,

u32 (−1, y) = 0, u32 (0, y) = 0, 0 ≤ y ≤ 1,

(42)

u33 (x, y) is the solution of the problem
u33xx − u33yy = Ω31 (x) ,

u33 (x, 0) = 0, u33y (x, 0) = 0, −2 ≤ x ≤ 1,

u33 (−1, y) = 0, u33 (0, y) = 0, 0 ≤ y ≤ 1.

(43)

Using the continuation method, we find solutions to problems (41), (42) and (43). They have the
following forms

u31 (x, y) =
1

2
[T2 (x+ y) + T2 (x− y)] , (44)

u32 (x, y) =
1

2

x+y∫
x−y

N2 (t) dt−
y∫

0

(y − η)ω32 (η) dη, (45)

u33 (x, y) = −1

2

y∫
0

dη

x+y−η∫
x−y+η

Ω31 (ξ) dξ, (46)

124 Bulletin of the Karaganda University



On a boundary value ...

where

T2 (x) =


2ϕ2 (−1− x)− τ2 (−2− x) , −2 ≤ x ≤ −1,

τ2 (x) , −1 ≤ x ≤ 0,

2τ4 (x)− τ2 (−x) , 0 ≤ x ≤ 1,

Ω31 (x) =


− ω31 (−2− x) , −2 ≤ x ≤ −1,

ω31 (x) , −1 ≤ x ≤ 0,

− ω31 (−x) , 0 ≤ x ≤ 1,

N2 (x) =



− ν2 (−2− x) + 2

−1−x∫
0

ω32 (η) dη, −2 ≤ x ≤ −1,

ν2 (x) , −1 ≤ x ≤ 0,

− ν2 (−x) + 2

x∫
0

ω32 (η) dη, 0 ≤ x ≤ 1.

Substituting (44), (45) and (46) into (40), we have

u3 (x, y) =
1

2
[T2 (x+ y) + T2 (x− y)] +

1

2

x+y∫
x−y

N2 (t) dt

−1

2

y∫
0

dη

x+y−η∫
x−y+η

Ω31 (ξ) dξ −
y∫

0

(y − η)ω32 (η) dη.

Differentiating this solution with respect to x, we obtain

u3x (x, y) =
1

2

[
T ′2 (x+ y) + T ′2 (x− y)

]
+

1

2
[N2 (x+ y)−N2 (x− y)]

− 1

2

y∫
0

[Ω31 (x+ y − η)− Ω31 (x− y + η)] dη. (47)

Passing to the limit in (47) at x→ −1 and considering the condition u3x(−1, y) = ϕ4(y), we find

ω32 (y) = τ ′′2 (y − 1) + ν ′2 (y − 1)− ϕ′′2 (y)− ϕ′4 (y)− ω31 (y − 1) .

Similarly, from (47) using the conditions (15), (16), we have

ν4 (y) = τ ′4 (y) + β1 (y) , (48)

where

β1 (y) = τ ′2 (−y)− ν2 (−y) +

y∫
0

ω31 (η − y) dη +

y∫
0

ω32 (η) dη.

Now let us move to the domain G4. Passing in equations (22) (i = 4), (22) (i = 2) to the limit at
y → 0 and considering (12) and (14) for 0 ≤ x ≤ 1, we have ω41 (x) +ω42 (0) = ω21 (x) +ω22 (0) . Let’s
assume that ω42 (0) = ω22 (0). Then, we have ω41 (x) = ω21 (x).
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Next, passing in equations (22) (i = 4), (22) (i = 2) to the limit at x→ 1 due to (18) and (20), we
find

ω12 (y) = τ ′′5 (y)− τ ′5 (y) + ω42 (y) + ω41 (1)− ω11 (1) . (49)

Passing in equations (22) (i = 3) and (21) to the limit at x→ 0 due to (15) and (17), we obtain

ω12 (y) = τ ′′4 (y)− τ ′4 (y) + ω32 (y) + ω31 (0)− ω11 (0) . (50)

Eliminating function ω12 (y) from (49) and (50), we find

ω42 (y) =
[
τ ′′4 (y)− τ ′4 (y)

]
−
[
τ ′′5 (y)− τ ′5 (y)

]
+ ω32 (y) + ω31 (0)− ω41 (1)− ω11 (0) + ω11 (1) .

Consider the following problem:
u4xx − u4yy = Ω41 (x) + ω42 (y) ,

u4 (x, 0) = T3 (x) , u4y (x, 0) = N3 (x) , 0 ≤ x ≤ 3,

u4 (2, y) = ϕ1 (y) , u4 (1, y) = τ5 (y) , 0 ≤ y ≤ 1.

Here we used condition (3) in the form u4(2, y) = φ1(y).
We will seek a solution to the last problem in the form

u4 (x, y) = u41 (x, y) + u42 (x, y) + u43 (x, y) , (51)

where u41 (x, y) is the solution of the problem
u41xx − u41yy = 0,

u41 (x, 0) = T3 (x) , u41y (x, 0) = 0, 0 ≤ x ≤ 3,

u41 (2, y) = ϕ1 (y) , u41 (1, y) = τ5 (y) , 0 ≤ y ≤ 1,

(52)

and u42(x, y) and u43(x, y) are the solution of the problems respectively
u42xx − u42yy = ω42 (y) ,

u42 (x, 0) = 0, u42y (x, 0) = N3 (x) , 0 ≤ x ≤ 3,

u42 (2, y) = 0, u42 (1, y) = 0, 0 ≤ y ≤ 1,

(53)


u43xx − u43yy = Ω41 (x) ,

u43 (x, 0) = 0, u43y (x, 0) = 0, 0 ≤ x ≤ 3,

u43 (2, y) = 0, u43 (1, y) = 0, 0 ≤ y ≤ 1.

(54)

By using the continuation method, it is easy to see that the solutions to the problems (52), (53)
and (54) have the forms

u41 (x, y) =
1

2
[T3 (x+ y) + T3 (x− y)] , (55)

u42 (x, y) =
1

2

x+y∫
x−y

N3 (t) dt−
y∫

0

(y − η)ω42 (η) dη, (56)

u43 (x, y) = −1

2

y∫
0

dη

x+y−η∫
x−y+η

Ω41 (ξ) dξ, (57)
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where

T3 (x) =


2ϕ1 (x− 2)− τ3 (4− x) , 2 ≤ x ≤ 3,

τ3 (x) , 1 ≤ x ≤ 2,

2τ5 (1− x)− τ3 (2− x) , 0 ≤ x ≤ 1,

Ω41 (x) =


− ω41 (4− x) , 2 ≤ x ≤ 3,

ω41 (x) , 1 ≤ x ≤ 2,

− ω41 (2− x) , 0 ≤ x ≤ 1,

N3 (x) =



− ν3 (4− x) + 2

x−2∫
0

ω42 (η) dη, 2 ≤ x ≤ 3,

ν3 (x) , 1 ≤ x ≤ 2,

− ν3 (2− x) + 2

1−x∫
0

ω42 (η) dη, 0 ≤ x ≤ 1.

Substituting (55), (56) and (57) into (51), we have

u4 (x, y) =
1

2
[T3 (x+ y) + T3 (x− y)] +

1

2

x+y∫
x−y

N3 (t) dt

− 1

2

y∫
0

dη

x+y−η∫
x−y+η

Ω41 (ξ) dξ −
y∫

0

(y − η)ω42 (η) dη.

Differentiating this solution with respect to x, we obtain

u41x (x, y) =
1

2

[
T ′3 (x+ y) + T ′3 (x− y)

]
+

1

2
[N3 (x+ y)−N3 (x− y)]

− 1

2

y∫
0

Ω41 (x+ y − η) dη +
1

2

y∫
0

Ω41 (x− y + η) dη. (58)

Passing to the limit at x→ 1 in (58) after some calculations and transformations by virtue of (18),
(19), we obtain the relation

ν5 (y) = −τ ′4(y) + τ4 (y)− τ5 (y) + β2 (y) , (59)

where
β2 (y) = ν1 (0)− τ1 (0)− ν1 (1) + τ1 (1) + γ1 (y) ,

γ1 (y) = τ ′3(1 + y) + ν3 (1 + y)−
y∫

0

ω41 (1 + y − η) dη+

+

y∫
0

ω32 (η) dη +
[
ω31 (0)− ω41 (1) + τ ′′1 (1)− ν1 (1)− µ1 (0) + ν1 (0)− ω31 (0)− ω32 (0)

]
y.
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Finally, we consider the problem in the domain G1. Passing to the limit in equation (21) at y → 0,
we find

ω11 (x) = τ ′′1 (x)− ν1 (x)− ω12 (0) .

Next, we write down the solution to equation (21), satisfying conditions (12) for 0 ≤ x ≤ 1, (15)
and (18), differentiating this solution with respect to x after some calculations and transformations,
we obtain

u1x (x, y) = −
y∫

0

τ ′4 (η)N (x, y; 0, η) dη +

y∫
0

τ ′5 (η)N (x, y; 1, η) dη

+

1∫
0

τ ′1 (ξ)N (x, y; ξ, 0) dξ +

y∫
0

[ω11 (1) + ω12 (η)]N (x, y; 1, η) dη

+

y∫
0

[ω11 (0) + ω12 (η)]N (x, y; 0, η) dη −
y∫

0

dη

1∫
0

ω′11 (ξ)N (x, y; ξ, η) dξ, (60)

where

G (x, y; ξ, η)

N (x, y; ξ, η)

}
=

1

2
√
π (y − η)

+∞∑
n=−∞

{
exp

[
−(x− ξ − 2n)2

4 (y − η)

]
∓ exp

[
−(x+ ξ − 2n)2

4 (y − η)

]}

are the Green’s functions of the first and second boundary value problems for the heat equation.
Passing to the limits x→ 0 and x→ 1 in (60) by virtue of (48) and (59), we obtain two Abel’s type

integral equations for the unknowns τ ′′4 (y) and τ ′5(y). Applying the Abel inversion to these equations,
we obtain a system of Volterra integral equations of the second kind for τ ′′4 (y) and τ ′5(y):

τ ′′4 (y) +

y∫
0

K1 (y, η) τ ′′4 (η) dη +

y∫
0

K2 (y, η) τ ′5 (η) dη = g1 (y) , (61)

τ ′5 (y) +

y∫
0

K3 (y, η) τ ′5 (η) dη +

y∫
0

K4 (y, η) τ ′′4 (η) dη = g2 (y) , (62)

whereK1 (y, η), K2 (y, η), K3 (y, η), K4 (y, η), g1 (y), g2 (y) are known functions, K1 (y, η) andK3 (y, η)
have a weak singularity (1/2), and the remaining functions are continuous. Therefore, system
{(61),(62)} admits a unique solution in the class of continuous functions. Solving the system {(61),(62)},
we find functions τ ′′4 (y), τ ′5(y), and thus functions τ4 (y), τ5 (y), ν4 (y), ν5 (y). Then all the functions
u3 (x, y), u4 (x, y) and u1 (x, y), will be known. So, we have found a solution to the considered problem
M in a unique way.

Conclusion

In this paper, we consider a new correct boundary value problem for a third-order parabolic-
hyperbolic equation in a pentagonal domain consisting of three rectangles and one triangle. In the
central rectangular domain the equation is parabolic, and in the two side rectangles and in the lower
triangle it belongs to hyperbolic type. Straight lines x = 0, x = 1 and y = 0 are lines of change in the
type of equation.
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When constructing a solution in the lower characteristic triangle, writing a solution to equation (22)
(i = 2) that satisfies conditions (12), (13) and substituting this solution into conditions (4) and (5),
we find the function ω2 (x).

Then, substituting this solution into conditions (6), we obtain the first functional relation between
the unknown functions T (x) and N (x) for −1 ≤ x ≤ 2. Next, substituting this solution into condition
(7), we obtain another relation between τ2 (x) and ν2 (x) for −1 ≤ x ≤ 0. From these two relations
we find the functions τ2 (x) and ν2 (x) for −1 ≤ x ≤ 0. Similarly, satisfying condition (8), we find the
functions τ3 (x) and ν3 (x) for 1 ≤ x ≤ 2.

Then, differentiating equation (21) with respect to y, in the resulting equation and in equation (22)
(i = 2) assuming y = 0, we obtain two more relations between the unknown functions τ1 (x), ν1 (x) and
µ1 (x) for 1 ≤ x ≤ 2. Eliminating from these two relations and from the relation between the functions
T (x) and N (x) for 0 ≤ x ≤ 1 the function ν1 (x) and µ1 (x), we arrive at an ordinary differential
equation of the second order with respect to τ1 (x), on the right side of which one unknown constant
is involved. Solving this equation under the known three conditions, we find the function τ1 (x), and
thus the functions ν1 (x), u2 (x, y).

Further, by the method of continuation in the left and right rectangular regions using the written
solutions, directing x to zero and to one, we obtain two relations between the unknown functions τ4 (y),
ν4 (y) and τ5 (y), ν5 (y) respectively.

Next, passing to the limit in equation (21) at y → 0, we find the unknown function ω11 (x). In
the parabolic part of the rectangular region, writing the representation of the solution in terms of
the known Green’s function of the first boundary value problem and differentiating this solution with
respect to x and assuming x → 0 and x → 1, we obtain two more relations between the unknown
functions τ4 (y), ν4 (y) and τ5 (y), ν5 (y) respectively. Excluding the functions ν4 (y) and ν5 (y) from
these four relations, we arrive at a system of Volterra integral equations of the second kind with
respect to τ ′′4 (y) and τ ′5 (y). The unique solvability of this system follows from the theory of integral
equations. Solving this system, we find traces of the solution τ ′′4 (y) and τ ′5 (y). Thus, we have proven
the unique solvability of the considered problem.
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In this article, a question regarding the solvability of an inverse boundary value problem for the linearized
equation of longitudinal waves in rods with an integral condition of the first kind was considered. For the
considered inverse boundary value problem, the definition of a classical solution was introduced. Using
the Fourier method, the problem was reduced to solving a system of integral equations. The method of
contraction mappings is applied to prove the existence and uniqueness of a solution to the system of integral
equations. The problem is to deduce the existence and uniqueness of the classical solution for the original
problem.

Keywords: Inverse boundary value problem, longitudinal wave equations, Fourier method, classical solution.

2020 Mathematics Subject Classification: 49k10, 49k20.

Introduction

At present, the theory of nonlocal problems is being intensively developed and represents an impor-
tant branch of the theory of partial differential equations. Problems with nonlocal integral conditions
are of great interest in this area. Conditions of this kind may appear in the mathematical modeling of
phenomena related to plasma physics [1], heat propagation [2], moisture transfer in capillary-porous
media [3], demography, and mathematical biology.

Inverse problems with an integral overdetermination condition for partial differential equations have
been studied in many papers. Let us note the articles [4–6] and the references therein.

The study of various aspects of inverse problems of recovering the coefficients of partial differential
equations, as well as the study of inverse problems by reducing them to variational formulations, is
considered in the works of Kozhanov A.I. [6], Denisov A.M. [7], Ivanchov M.I. [8], and others.

Works are devoted to the study of nonlinear inverse problems for the linearized equation of longi-
tudinal waves in rods. The questions of solvability of problems with nonlocal integral conditions for
partial differential equations were studied in [5, 9–18].

1 Statement of the problem and its reduction to an equivalent problem

Let DT be a Domain, DT = {(x, t) : 0 < x < 1, 0 < t ≤ T}. Consider for linearized equation an
inverse boundary value problem [6]

utt(x, t) + uttxx(x, t)− uxx(x, t) = a(t)u(x, t) + f(x, t), (x, t) ∈ DT (1)

∗Corresponding author. E-mail: aysel.ramazanova@uni-due.de
Received: 6 May 2024; Accepted: 17 December 2024.
c© 2025 The Authors. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/)
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with the initial condition (IC)

u(x, 0) = ϕ(x), ut(x, T ) = ψ(x) (0 ≤ x ≤ 1). (2)

Neumann boundary condition (BC)

ux(0, t) = 0 (0 ≤ t ≤ T ), (3)

integral condition (IgC)
1
∫
0
u(x, t)dx = 0 (0 ≤ t ≤ T ) (4)

and additional conditions (AD)
u(0, t) = h(t) (0 ≤ t ≤ T ), (5)

f(x, t), ϕ(x), ψ(x), and h(t) are given functions, u(x, t) and a(t) are the required functions.
Definition. By the classical solution of the inverse boundary value problem (1)–(5) we mean the

pair {u(x, t), a(t)} of the functions u(x, t), a(t), where u(x, t) ∈ C̃2,2(D̄T ), a(t) ∈ C[0, T ], and they
satisfy the equations (1)–(5) in the ordinary sense, where

C̃2,2(DT ) =
{
u(x, t) : u(x, t) ∈ C2(DT ), uttxx(x, t) ∈ C(DT )

}
.

To study problem (1)–(5), we first consider the following:

y′′(t) = a(t)y(t) (0 ≤ t ≤ T ), (6)

y(0) = 0 , y′(T ) = 0, (7)

where a(t) ∈ C[0, T ] are given functions, and y = y(t) is the required function. Furthermore, by solving
the problem (6), (7) we mean a function y(t), that, together with all its derivatives in equation (6), is
continuous on [0, T ] and satisfies conditions (6), (7) in the usual sense. The following lemma holds:

Lemma 1. [7] Let a(t) ∈ C[0, T ] be such that

‖a(t)‖C[0,T ] ≤ R = const.

Supplementarily, 1
2RT

2 < 1. Then problem (6), (7) has only a trivial solution.
With the addition of the inverse boundary value problem (1)–(5), consider the following auxiliary

inverse boundary value problem. We must define a pair {u(x, t), a(t)} of functions u(x, t) ∈ C̃2,2(D̄T )
and a(t) ∈ C[0, T ], from (2)-(3),

ux(1, t) = 0 (0 ≤ t ≤ T ), (8)

h′′(t) + uttxx(0, t)− uxx(0, t) = a(t)h(t) + f(0, t) (0 ≤ t ≤ T ). (9)

Theorem 1. Let ϕ(x), ψ(x) ∈ C1[0, 1], ϕ′(1) = 0, ψ′(1) = 0, h(t) ∈ C2[0, T ], f(x, t) ∈ C(D̄T ),
1∫
0

f(x, t)dx = 0 (0 ≤ t ≤ T ), h(t) 6= 0 (0 ≤ t ≤ T ) and

∫ 1

0
ϕ(x)dx = 0,

∫ 1

0
ψ(x)dx = 0, (10)

ϕ(0) = h(0), ψ(0) = h′(T ). (11)

Then the following statements are true:
1. Each classical solution {u(x, t), a(t)} of problem (1)–(5) is also a solution of problem (1)–(3),

(8), (9).
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2. Each solution {u(x, t), a(t)} of problem (1)–(3), (8), (9) is a classical solution of the problem
(1)–(5) if

1

2
‖a(t)‖C[0,T ] T

2 < 1 , (12)

it is a classical solution (1)–(5).
Proof. Let {u(x, t), a(t)} be a classical solution to problem (2)–(5). Integrating equation (2), we

get:
d2

dt2

∫ 1

0
u(x, t)dx+ uttx(1, t)− uttx(0, t)− (ux(1, t)− ux(0, t)) =

= a(t)

∫ 1

0
u(x, t)dx+

∫ 1

0
f(x, t)dx (0 ≤ t ≤ T ). (13)

Suppose it is the case that
1
∫
0
f(x, t)dx = 0 (0 ≤ t ≤ T ), taking into account (3), (4), we identify

uttx(1, t)− ux(1, t) = 0 (0 ≤ t ≤ T ). (14)

Due to (2), ϕ′(1) = 0, ψ′(1) = 0, therefore

ux(1, 0) = ϕ′(1) = 0, utx(1, T ) = ψ′(1) = 0. (15)

Obviously, problem (14), (15) has only a trivial solution, ux(1, t) = 0 (0 ≤ t ≤ T ), i.e. conditions (8)
are satisfied.

Considering h(t) ∈ C2[0, T ] and differentiating (5) twice, we obtain:

utt(0, t) = h(t) (0 ≤ t ≤ T ). (16)

Further, from (2) we get:

d2

dt2
u(0, t) + uttxx(0, t)− uxx(0, t) = a(t)h(t) + f(0, t) (0 ≤ t ≤ T ). (17)

From (17), regarding to (5) and (16), we obtained (9).
Now, assume that {u(x, t), a(t)} is a solution to problem (1)–(3), (8), (9), and (12) is satisfied.

Then from (13), taking into account (3) and (8), we deduce:

d2

dt2

∫ 1

0
u(x, t)dx− a(t)

∫ 1

0
u(x, t)dx = 0 (0 ≤ t ≤ T ). (18)

As a corollary to (2) and (10), it is evident that∫ 1

0
u(x, 0)dx =

∫ 1

0
ϕ(x)dx = 0,

∫ 1

0
ut(x, T )dx =

∫ 1

0
ψ(x)dx = 0. (19)

Since, by virtue of Lemma 1, problem (18), (19) has only a trivial solution, then
1∫
0

u(x, t)dx = 0

(0 ≤ t ≤ T ), i.e. condition (4) is satisfied.
Further, from (9) and (17):

d2

dt2
(u(0, t)− h(t)) = a(t)(u(0, t)− h(t)) (0 ≤ t ≤ T ). (20)

From (2) and (11), we get:
u(0, 0)− h(0) = ϕ(0) − h(0) = 0. (21)

From (20) and (21), based on Lemma 1, we conclude that condition (5) is fulfilled. The theorem is
proven.
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2 The Existence and uniqueness of the classical solution of the inverse boundary value problem

Component u(x, t) of solution {u(x, t), a(t)} of problem (1)–(3), (8), (9) is studied in the form:

u(x, t) =
∞∑
k=0

uk(t) cosλkx (λk = πk), (22)

uk(t) = mk

∫ 1
0 u(x, t) cosλkxdx (k = 0, 1, 2, ...), and

mk =

{
1, k = 0,
2, k = 1, 2, . . .

By applying the scheme of the Fourier method from (2), we get:

(1− λ2k)u′′k(t) + λ2kuk(t) = Fk(t;u, a) (k = 0, 1, 2, . . . ; 0 ≤ t ≤ T ), (23)

uk(0) = ϕk, u
′
k(T ) = ψk (k = 0, 1, 2, . . . ), (24)

Fk(t;u, a) = fk(t) + a(t)uk(t), fk(t) = mk

∫ 1
0 f(x, t) cosλkxdx,

ϕk = mk

∫ 1

0
ϕ(x) cosλkxdx, ψk = mk

∫ 1

0
ψ (x) cosλkxdx (k = 0, 1, 2, . . . ).

Solving problem (1)–(6), we obtain:

u0(t) = ϕ0 +

∫ T

0
m(t)u0(t)dt+ ψ0t+

∫ T

0
G0(t, τ)F0(τ ;u, a)dτ, (25)

uk(t) =
ch(βk(T − t))
ch(βkT )

ϕk+

+
sh(βkt)

βkch(βkT )
ψk −

1

(λ2k − 1)βk

∫ T

0
Gk(t, τ)Fk(τ ;u, a)dτ (k = 1, 2, . . .), (26)

where

G0(t, τ) =

{
−t, t ∈ [0, τ ],
−τ, t ∈ [τ, T ],

β2k =
λ2k

λ2k − 1
> 0,

Gk(t, τ) =


− [sh(βk(T+t−τ))−sh(βk(T−(t+τ)))]

2ch(βkT )
, t ∈ [0, τ ],

− sh(βk(T−(t+τ)))−sh(βk(T−(t−τ)))
2ch(βkT )

, t ∈ [τ, T ].

After substituting the expression from (25), (26) into (22), to define a component u(x, t) of the
solution of problem (1)–(4), (8), (9), we obtain:

u(x, t) = ϕ0 + ψ0t+

∫ T

0
G0(t, τ)F0(τ ;u, a)dτ +

∞∑
k=1

{
ch(βk(T − t))
ch(βkT )

ϕk+

+
sh(βkt)

βkch(βkT )
ψk −

1

(λ2k − 1)βk

∫ T

0
Gk(t, τ)Fk(τ ;u, a)dτ

}
cosλkx. (27)
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Now, from (8) including (22) and from (23) including (26), we get:

a(t) = [h(t)]−1
{
h′′(t)−f(0, t)−

∞∑
k=1

λ2k(u
′′
k(t)− uk(t))

}
. (28)

−λ2ku′′k(t) + λ2kuk(t) = Fk(t;u, a)− u′′k(t) =
λ2k

λ2k − 1
Fk(t;u, a)−

λ2k
λ2k − 1

uk(t) =

=
λ2k

λ2k − 1
Fk(t;u, a)−

λ2k
λ2k − 1

[
ch(βk(T − t))
ch(βkT )

ϕk+

+
sh(βkt)

βkch(βkT )
ψk −

1

(λ2k − 1)βk

∫ T

0
Gk(t, τ)Fk(τ ;u, a)dτ

]
(k = 1, 2, . . . ). (29)

Aimed at defining an equation for the second component a(t) of the solution {u(x, t), a(t)} of
problem (1)–(3), (8), (9), we substitute expression (29) into (28):

a(t) = [h(t)]−1
{
h′′(t)−f(0, t) +

∞∑
k=1

[
λ2k

λ2k − 1
Fk(t;u, a )+

−
λ2k

λ2k − 1

[
ch(βk(T − t))
ch(βkT )

ϕk +
sh(βkt)

βkch(βkT )
ψk−

− 1

(λ2k − 1)βk

∫ T

0
Gk(t, τ)Fk(τ ;u, a )dτ

] ]}
(0 ≤ t ≤ T ) . (30)

Thus, the solution of problem (1)–(3), (8), (9) is reduced to the solution of system (27), (30) with
respect to unknown functions u(x, t) and a(t).

The subsequent lemma plays an essential role in the disquisition of the uniqueness question of the
solution to problem (2)-(3), (8), (9).

Lemma 2. If {u(x, t), a(t)} is any solution of problem (1)–(3), (8), (9), then the functions

uk(t) = mk

∫ 1

0
u(x, t) cosλkxdx (k = 0, 1, 2, . . . )

satisfy the system consisting of equations (25), (26) on [0, T ].
Proof. Let {u(x, t), a(t)} be any solution of problem (1)–(3), (8), (9). Then multiplying both sides

of equation (2) by the function mk cosλkx (k = 0, 1, 2, . . . ), integrating the resulting equality over x
from 0 to 1 and usingmk

∫ 1
0 utt(x, t) cosλkxdx = d2

dt2

(
mk

∫ 1
0 u(x, t) cosλkxdx

)
= u′′k(t) (k = 0, 1, 2, ...),

mk

∫ 1

0
uxx(x, t) cosλkxdx = −λ2k

(
mk

∫ 1

0
u(x, t) cosλkxdx

)
= −λ2kuk(t) (k = 0, 1, 2, . . . ),

mk

∫ 1

0
uttxx(x, t) cosλkxdx = −λ2kmk

∫ 1

0
utt(x, t) cosλkxdx =

= −λ2k
d2

dt2

(
mk

∫ 1

0
u(x, t) cosλkxdx

)
= −λ2ku′′k(t) (k = 0, 1, 2, . . . ),

we obtain that Eq. (23) is satisfied.
Similarly, from (2) we obtain that condition (24) is fulfilled.
Thus, uk(t) (k = 0, 1, 2, . . . ) is a solution to problem (23), (24). Moreover, it directly follows that

the functions uk(t) (k = 0, 1, 2, . . . ) satisfy the system (25), (26) on [0, T ]. The lemma is proven.
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Therefore, if uk(t) = 2
1∫
0

u(x, t) cosλkxdx (k = 0, 1, 2, . . . ) is a solution to system (25), (26), then

the pair {u(x, t), a(t)} of functions u(x, t) =
∞
Σ
k=0

uk(t) cosλkx,a(t) and a(t) is a solution to system

(27), (30).
Corollary 1. Let system (27), (30) have a unique solution. Then problem (1)–(3), (8), (9) can not

have more than one solution, i.e. if problem (1)–(3), (8), (9) has a solution, then it is unique.
To study the problem (1)–(3), (8), (9), we introduce two spaces.
By Bα

2,T [8], we denote the set of all functions of the form

u(x, t) =

∞∑
k=0

uk(t) cosλkx (λk = kπ),

considered in DT , where each function uk(t) (k = 0, 1, . . . ) is continuous on [0, T ] and

J(u) = ‖u0(t)‖C[0,T ] +

{ ∞∑
k=1

(
λαk ‖uk(t)‖C[0,T ]

)2} 1
2

< +∞,

where α ≥ 0. We define the norm in this set as follows:

‖u(x, t)‖Bα2,T = J(u).

EαT denotes the space Bα
2,T × C[0, T ] with vector functions z(x, t) = {u(x, t), a(t)} and norm

‖z(x, t)‖EαT = ‖u(x, t)‖Bα2,T + ‖a(t)‖C[0,T ] .

Bα
2,T and EαT are Banach spaces.

In the space E3
T , we define an operator:

Φ(u, a, b) = {Φ1(u, a),Φ2(u, a)},

with

Φ1(u, a) = ũ(x, t) ≡
∞∑
k=0

ũk(t) cosλkx, Φ2(u, a, b) = ã(t),

ũ0(t), ũk(t) (k = 1, 2, . . . ) and ã(t) are equal to the right-hand sides of (25), (26) and (30).
It is easy to see that

ch(βk(T − t))
ch(βkT )

< 1,
sh(βkt)

ch(βkT )
< 1,

sh(βk(T + t− τ))

ch(βkT )
< 1 (t ∈ [0, τ ]),

sh(βk(T − (t+ τ)))

ch(βkT )
< 1,

sh(βk(T − (t− τ)))

ch(βkT )
< 1 (t ∈ [τ, T ]),

λ2k − 1 >
1

2
λ2k, 1 < βk =

λk√
λ2k − 1

<
√

2,
1√
2
<

1

βk
< 1.
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Then, we have:

‖ũ0(t)‖C[0,T ] ≤ |ϕ0|+ T |ψ0|+ 2T
√
T

(∫ t

0
|f0(τ)|2 dτ

) 1
2

+ 2T 2 ‖a(t)‖ C[0,T ] ‖u0(t)‖C[0,T ] , (31)

( ∞∑
k=1

(λ3k ‖ũk(t)‖C[0,T ])
2

) 1
2

≤ 2

( ∞∑
k=1

(λ3k |ϕk|)2
) 1

2

+ 2

( ∞∑
k=1

(λ3k |ψk|)2
) 1

2

+

+ 4
√
T

(∫ T

0

∞∑
k=1

(λk |fk(τ)|)2
) 1

2

+ 4T ‖a(t)‖C[0,T ]

( ∞∑
k=1

(λ3k ‖uk(t)‖C[0,T ])
2

) 1
2

, (32)

‖ã(t)‖C[0,T ] ≤
∥∥∥[h(t)]−1

∥∥∥
C[0,T ]

{∥∥h′′(t)− f(0, t)
∥∥
C[0,T ]

+

+

( ∞∑
k=1

λ−2k

) 1
2

( ∞∑
k=1

(λk ‖fk(t)‖C[0,T ])
2

) 1
2

+ ‖a(t)‖C[0,T ]

( ∞∑
k=1

(λ3k ‖uk(t)‖C[0,T ])
2

) 1
2

+

+

( ∞∑
k=1

(λ3k |ϕk|)2
) 1

2

+

( ∞∑
k=1

(λ3k |ψk|)2
) 1

2

+ 2
√
T

(∫ T

0

∞∑
k=1

(λk |fk(τ)|)2
) 1

2

+

+ 2T ‖a(t)‖C[0,T ]

( ∞∑
k=1

(λ3k ‖uk(t)‖C[0,T ])
2

) 1
2

 . (33)

Let us assume that the data of problem (1)–(3), (8), (9), satisfy the following conditions:
1) ϕ(x) ∈ C2[0, 1], ϕ′′′(x) ∈ L2(0, 1), ϕ′(0) = ϕ′(1) = 0;

2) ψ(x) ∈ C2[0, 1], ψ′′′(x) ∈ L2(0, 1), ψ′(0) = ψ′(1) = 0;

3) f(x, t) ∈ C(DT ), fx(x, t) ∈ L2(DT ), fx(0, t) = fx(1, t) = 0 (0 ≤ t ≤ T );

4) h(t) ∈ C2[0, T ], h(t) 6= 0 (0 ≤ t ≤ T ).

Then from (31)–(33), we have:

‖ũ(x, t)‖B3
2,T
≤ A1(T ) +B1(T ) ‖a(t)‖C[0,T ] ‖u(x, t)‖B3

2,T
, (34)

‖ã(t)‖C[0,T ] ≤ A2(T ) + B2(T ) ‖a(t)‖C[0,T ] ‖u(x, t)‖B3
2,T

+

+B2(T ) ‖a(t)‖C[0,T ] ‖u(x, t)‖B3
2,T

+ C2(T ) ‖u(x, t)‖B3
2,T+D2(T )‖a(t)‖C[0,T ]

, (35)

where
A1(T ) = ‖ϕ(x)‖L2(0,1)

+ T ‖ψ(x)‖L2(0,1)
+ 2T

√
T ‖f(x, t)‖L2(DT )

+

+2
∥∥∥ϕ′′′(x)

∥∥∥
L2(0,1)

+ 2
∥∥∥ψ′′′(x)

∥∥∥
L2(0,1)

+ 4
√
T ‖fx(x, t)‖L2(DT )

,

B1(T ) = 6T, A2(T ) =
∥∥∥[h(t)]−1

∥∥∥
C[0,T ]

{∥∥h′′(t)− f(0, t)
∥∥
C[0,T ]

+

+

( ∞∑
k=1

λ−2k

) 1
2 [∥∥∥‖fx(x, t)‖C[0,T ]

∥∥∥
L2(0.1)

+
∥∥ϕ′′′(x)

∥∥
L2(0,1)

+
∥∥ψ′′′(x)

∥∥
L2(0,1)

+

+ 2
√
T ‖fx(x, t)‖L2(DT )

]}
,
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B2(T ) = 2
∥∥∥[h(t)]−1

∥∥∥
C[0,T ]

( ∞∑
k=1

λ−2k

) 1
2

(2T + 1).

From inequalities (34), (35) we conclude:

‖ũ(x, t)‖B3
2,T

+ ‖ã(t)‖C[0,T ] ≤ A(T ) + B(T ) ‖a(t)‖C[0,T ] ‖u(x, t)‖B3
2,T
, (36)

where
A(T ) = A1(T ) +A2(T ), B(T ) = B1(T ) +B2(T ).

Theorem 2. Let conditions 1–3 be satisfied and

B(T )(A(T ) + 2)2 < 1. (37)

Then, in K = KR (|| z ||E3
T
≤ R = A(T ) + 2), in the space E3

T , problem (1)–(3), (8), (9) has only one
solution.

Proof. In the space E3
T consider the equation

z = Φz, (38)

where z = {u, a} and components Φi(u, a) (i = 1, 2) of operators Φ(u, a) are defined by the right-hand
sides of equations (27) and (30).

Now, consider the operator Φ(u, a) in the ball K = KR of the space E3
T . Analogously to (36), we

obtain that for any z, z1, z2 ∈ KR, the following estimates hold:

‖Φz‖E3
T
≤ A (T ) + B(T ) ‖a(t)‖C[0,T ] ‖u(x, t)‖B3

2,T
, (39)

‖Φz1 − Φzs‖E3
T
≤ 2B(T )R (‖a1(t)− a2(t)‖C[0,T ] + ‖u1(x, t)− u2(x, t)‖B3

2,T
). (40)

As a result, the operator (38) has a unique solution for K = KR.
Then, from estimates (39) and (40), allowing for (37), it follows that the operator Φ acts in the

ball K = KR and is contractive.
Functions u(x, t), as an element of space B3

2,T , are continuous and have continuous derivatives
ux(x, t) and uxx(x, t) in D̄T .

From (23), it is evident that( ∞∑
k=1

(λ3k
∥∥u′′k(t)∥∥C[0,T ]

)2

) 1
2

≤
√

2


( ∞∑
k=1

(λ3k ‖uk(t)‖C[0,T ])
2

) 1
2

+

+
∥∥∥ ‖a(t)ux(x, t) + fx(x, t)‖C[0,T ]

∥∥∥
L2(0,1)

}
.

Hence, it follows that utt(x, t),uttx(x, t),uttxx(x, t) are continuous in D̄T .
It is easy to check that equation (1) and conditions (3), (4), (7), (9) are satisfied in the usual sense.

Consequently, {u(x, t), a(t)} is a solution to problem (1)–(3), (7)–(9). By the corollary of Lemma 1, it
is unique in the ball K = KR. The theorem has been proven.

In the proof of Theorem 1 and Theorem 2, the next Theorem plays, an essential role of unique and
solvability of the problem (1)–(5).

Theorem 3. Let all the conditions of Theorem 2 and (10), (11) be satisfied,
∫ 1
0 f(x, t)dx = 0

(0 ≤ t ≤ T ), and
1

2
(A(T ) + 2)T 2 < 1 .

Then, problem (1)–(5) has the only classical solution in the ball K = KR (||z||E3
T
≤ A(T )+2) from E3

T .
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Conclusion

An inverse boundary value problem for a linearized equations of longitudinal waves in rods with
integral condition of the first kind are studied.
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Some methods for solving boundary value problems for polyharmonic
equations
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This article consists of three sections. In the first section the concept of Vekua space is introduced, where
for elliptic systems of the first order, the theorem on the representation of the solution of a homogeneous
equation and the theorem on the continuity of the solution of an inhomogeneous equation are valid. In
the second section the Vekua method for solving boundary value problems for a polyharmonic equation is
described. In the third section the Otelbaev method describes the correct boundary value problems for a
polyharmonic equation in a multidimensional sphere.

Keywords: first order elliptic system, polyharmonic equation, continuity of solution, boundary value prob-
lem, integral representations of solution.

2020 Mathematics Subject Classification: 31B30, 31B20, 31B10.

1 Vekua space for analytic functions

The question of the existence of solutions in the classical sense and of methods for finding these
solutions has not lost interest. It is particularly interesting to consider equations of order higher than
two using the method of potential theory.

Recently, the theory of boundary value problems for polyharmonic equations and elliptic systems
has attracted the attention of mathematicians, due to their great theoretical and practical importance.
For example, hydrodynamic and elasticity problems can be formulated using these equations.

The object of our research is polyharmonic equations. Vekua’s method is applicable for fixed
boundary conditions on the surface of the domain, and the equation itself can change, i.e. minor terms
can be added to the main equation. Otelbaev’s method is used for fixed equations, but the boundary
conditions can vary.

The problem is that in these methods under what conditions both methods are applicable. This
article is devoted to this problem of the applicability of the Vekua and Otelbaev methods.

In [1] I.N. Vekua proved that for a first-order elliptic system

Lu = ∂zu+ a(z)u+ b(z)u = f, z ∈ Ω, (1.1)

when a, b, f ∈ Lp(Ω), p > 2, any solution from W 1
2 (Ω) is continuous in Ω, and any solution of the

corresponding homogeneous system is representable in the form

u(z) = Φ(z)eω(z), (1.2)

∗Corresponding author. E-mail: koshanov@math.kz
This research was funded by the grant AP 19678182 of the Ministry of Science and Higher Education of the Republic

of Kazakhstan.
Received: 5 June 2024; Accepted: 10 December 2024.
c© 2025 The Authors. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/)

Mathematics Series. No. 1(117)/2025 143



M.T. Sabirzhanov et al.

where Φ(z) is analytic in Ω and ω(z) are continuous functions in Ω. Here Ω is any open set,
∂z = 1

2(∂x + i∂y), i2 = −1.
It is not possible to transfer this result to the case 1 ≤ p ≤ 2. Therefore, the problem naturally

arises: What should be the Banach space B of a function that is continuously embedded in L1, such
that a) any solution of equation (1.1) from L1,loc, when a, b, f ∈ B, is continuous in Ω and b) any
solution of the corresponding homogeneous system can be represented in the form (1.2), where ω(z) is
continuous in Ω?

This problem was first posed by M.O. Otelbaev in his works [2, 3] and in the same article gave
a comprehensive answer to this problem. To solve this problem, the paper introduces the concept of
Vekua spaces (V -spaces), namely: a Banach function space B is a Vekua space if for any a(z), b(z) and
f(z), the theorem on the continuity of the solution of an inhomogeneous equation and the theorem on
the representation of solutions of a homogeneous equation are valid.

Let C be the complex plane of points z = x+iy, and letQ be the square {−π ≤ x ≤ π,−π ≤ y ≤ π}.
Let us assume that a certain norm ‖ · ‖B is defined on the set of trigonometric polynomials F . Let
B(Q) denote the Banach space obtained by completing F with respect to the ‖ · ‖B norm.

Let us give the exact definition of Vekua space (V -space). Throughout what follows we will assume
that B(Q) satisfies the following three properties:

1◦. A multiplication operator is defined in the space B(Q). The operator of multiplication by
the characteristic function of any rectangle located in Q, and the operator of multiplication by any
function ψ ∈ C∞π (Q) are bounded, where C∞π (Q) is the space of infinitely smooth periodic functions
with period 2π in each variable x, y.

2◦. If f ∈ B(Q) and a ∈ C, then f(z+a), |f | ∈ B(Q) and ‖f(z+a)‖B ≤ C ‖f‖B, ‖ |f | ‖B ≤ C ‖f‖B.
Here and below, C will denote, generally speaking, various positive constants.

3◦. B(Q) is continuously embedded in L1(Q) (B(Q) ↪→ L1(Q)).
Let P1(Q) denote the completion of F with respect to norm

〈f〉1,Q = sup
z∈Q

∫
Q

P (z − ζ) |f(ζ)| dQζ ,

where P (·) is periodic function, with period 2π in each variable, such that

P (z) =

{
|z|−1, at |z| ≤ 1, z ∈ Q,
1, at |z| ≥ 1, z ∈ Q. (1.3)

We will denote the integral operator with kernel P (z − ξ) by P . Let’s introduce one more operator

Tf =

∫
Q

T (z − ζ) f(ζ) dQζ ,

where T (·) is a continuous function for |z| > 0, z ∈ Q, and 2π-periodic function for each variable, such
that

T (z) =

{
C |z|−1 +K1(z), at |z| ≤ 1, z ∈ Q,
K2(z), at |z| ≥ 1, z ∈ Q. (1.4)

Here, K1(z) and K2(z) are continuous functions for |z| > 0, in addition, |Kj(z)| ≤ C |z|−1+ε0 , ε0 > 0,
j = 1, 2.

Let us recall the definition of Lorentz spaces.
Let 1 ≤ p, q <∞. The completion of F by the norm

|f : L(p, q)| =
(∫ ∞

0
{[µ(z ∈ Q : |f(z) ≥ t|)]

1
p t}dt

t

) 1
q

,
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where µ(·) is the Lebesgue measure, will be called the Lorentz space L(p, q).
The main result of the work [2] is the following statement.
Theorem 1.1. A function space B with properties 1◦ − 3◦ is a Vekua space if and only if B ↪→ P1.
This result implies that a symmetric space is a V space if and only if it is continuously embedded

in the Lorentz space L(2; 1).

Thus, we can say that the widest space to which Vekua’s theory can be extended is P1(·), and
among all symmetric spaces, this is L(2; 1).

In the prove of the main result, we used information about the complete continuity of some integral
operators, in particular the operators introduced in (1.3) and (1.4). Such statements play a very
important role in Vekua’s theory [1].

Theorem 1.2. Let Bs
p,θ be completion of F according to the Besov norm

‖f‖Bsp,θ(Q) =

‖f‖θWn,p(Q) +

∞∫
0

(
ω2
p(f

(n), t)

t2

)θ1/θ

,

where ω2
p(f

(n), t) = sup
|h|≤t
‖∆2

hf‖p is continuity modulus, ∆hf = f(x+ h)− f(x).

If s ≥ 2
p − 1, θ = 1, or s > 2

p − 1 and p ≥ 1, then Bs
p,θ(Q) is V -space.

Remark 1.1. It can be shown that if the relations on s, p, θ specified in the theorem are violated,
then Bs

p,θ(Q) is not a Vekua space.
Remark 1.2. We will say that ϕ(·) ∈ Bloc in a neighborhood of the point z0 if ψ(z)ϕ(z) ∈ B(Q) for

ψ(z) ∈ C∞0 (Q), ψ(z) = 1 in the neighborhood of z0.
The theory constructed in [2] is also applicable in local Vekua spaces.

Corollary of Theorem 1.2. Let
◦
W s
p (Q) be completion of C∞0 (Q) by the norm

‖(−∆)s/2u‖Lp(Rn) =

∫
Rn

|F−1|ξ|sFu|pdx

1/p

,

where |ξ|2 = ξ2
1 + ξ2

2 + . . .+ ξ2
n, F is Fourier transform. It can be shown that

◦
W s
p (Q) is a Vekua space

if and only if s > 2
p − 1. In particular, for s = 0, the space Lp(Q) is a Vekua space if and only if p > 2.

2 On one Vekua method for solving boundary value problems for polyharmonic equations

Now we turn to the study of similar problems for polyharmonic equations in an arbitrary multidi-
mensional domain.

In the monograph by I.N.Vekua [1], the calculus theory of the simplest problems for polyharmonic
equations is given, namely: it is required to solve the equation

∆mu+ a1∆m−1u+ a2∆m−2u+ · · ·+ amu = 0 (2.1)

under boundary conditions

u|s = ϕ0, ∆u|s = ϕ1, ∆2u|s = ϕ2, . . . , ∆m−1u|s = ϕm−1, (2.2)

where ϕ0, . . . , ϕm−1 are given functions on the boundary S = ∂Ω of a bounded domain Ω ⊆ Rn, ai ∈ R,
i = 1,m.
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The solution of this problem (2.1), (2.2) is decomposed into the solution of m Dirichlet problems
for equations of the form

∆v − k2
i v = 0, i = 1, 2, . . . ,m,

where k2
i are the roots of the characteristic equation

pm + a1p
m−1 + a2p

m−2 + · · ·+ am = 0.

Similarly, the boundary value problem

∂nu|s = ψ0, ∂n∆u|s = ψ1, ∂n∆2u|s = ψ2, . . . , ∂n∆m−1u|s = ψm−1

reduces to m Neumann problems for equations (2.1). Here, ∂n = ∂
∂n is outward normal to boundary

S = ∂Ω.
For the case of two independent variables I.N. Vekua gave a general theory of linear boundary value

problems based on the methods of the theory of analytic functions and on the theory of singular integral
equations with Cauchy kernels. The main works in this area are the monographs of I.N. Vekua [1],
N.I. Muskhelishvili [4].

Let us briefly outline the idea of the method proposed by I.N. Vekua. Let us assume that the
problem of finding a function u(x), x = (x1, ..., xn), that satisfies the equation

∆mu = f(x), x ∈ Ω (2.3)

and homogeneous boundary conditions

R1(u) = 0, ..., Rm(u) = 0, (2.4)

in a simply connected domain Ω, admits a solution for any function f(x) ∈ Lp(Ω), p ≥ 1, and the
solution of this problem (2.3), (2.4) is represented in the form

u(x) = L0f =

∫
Ω

G(x, y)f(y)dy, dy = dy1...dyn. (2.5)

It is important to note that for the case when Ω is a multidimensional ball and Rk = ∂k−1/∂nk−1

(k-th outer normal to the boundary surface), function G is constructed explicitly (see, for example,
[5–8]).

Considering now the problem of finding a solution to the more general equation

F (x, u,Du, ...,D2mu) = 0, Dpu = ∂pu/∂xk11 ...∂x
kn
n ,

n∑
j=1

kj = p

with the same boundary conditions

R1(u) = 0, ..., Rm(u) = 0,

we can look for its solution in the form (2.5). This will lead us for f(x) to the functional equation
F (x, L0f, ..., L2mf) = 0 with operators Lkf = DkL0f, k = 0, 1, ..., 2m.

The operators Lkf are linear and completely continuous for k ≤ 2m−1. As for the operators L2mf ,
their boundedness in Lp, p > 1, is proved by using Zygmund-Calderon equality [9], which generalizes of
the well-known Riesz inequality for the singular operator with a Cauchy type kernel. In this way, the
problem with unbounded operatorsDku is reduced to the equivalent problem of studying the functional
equation F (x, L0f, ..., L2mf) = 0 with bounded operators Lkf. Using the basic principles of functional
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analysis, it is possible to prove the solvability of this equation for a very wide range of problems
for linear and quasilinear differential equations of elliptic type. It should be noted that this method
allows the study of boundary value problems with minimal assumptions regarding the coefficients of
the equation and the domain. In addition, by using the embedding theorems of S.L. Sobolev [10] and
using formula (2.5), it is possible to prove almost extremely accurate theorems on the nature of the
smoothness of the generalized solution depending on the degree of smoothness of the coefficients.

3 Description of correct boundary value problems for polyharmonic equations in a ball

Let m be a natural number and in an n-dimensional ball Ω = {x : |x| < r } consider Dirichlet
problem for a polyharmonic equation

∆mu(x) = f(x), x ∈ Ω, (3.1)

∂ju(x)

∂njx
= ϕj(x), 0 ≤ j ≤ m− 1, x ∈ ∂Ω. (3.2)

The classical solution u(x) ∈ C2m(Ω) ∩ Cm−1(Ω) of the Dirichlet problem (3.1), (3.2) exists, is
unique, and it represented using the Green’s function G2m,n(x, y) in the following form [10]

u(x) =

∫
Ω
G2m,n(x, y)f(y)dy +

m−1∑
j=0

∫
∂Ω

[
∂

∂ny
∆j
yG2m,n(x, y) ·∆m−1−j

y ϕ(y)−

−∆j
yG2m,n(x, y) · ∂

∂ny
∆m−1−j
y ϕ(y)

]
dSy,

where
∂

∂ny
is outer normal to boundary ∂Ω.

The Green’s function of the Dirichlet problem (3.1), (3.2) is defined as follows

∆mG2m,n(x, y) = δ(x− y), x, y ∈ Ω, (3.3)

∂jG2m,n(x, y)

∂njx
= 0, x ∈ ∂Ω, y ∈ Ω, 0 ≤ j ≤ m− 1, (3.4)

where δ(x− y) is the Dirac delta function.
In further studies we will use the following notation

X2 = X2(x, y) = |x− y|2, Y 2 = Y 2(x, y) =
∣∣∣y
r

∣∣∣2∣∣∣x− y

|y|2
r2
∣∣∣2,

Z2 = Z2(x, y) =

(
1−

∣∣∣y
r

∣∣∣2)(1−
∣∣∣x
r

∣∣∣2) r2.

Theorem 3.1. [5] a) In the case of odd n, as well as for even n, if 2m < n the Green’s function of
the Dirichlet problem (3.3), (3.4) can be represented as

G2m,n(x, y) = d2m,n

[
X2m−n − Y 2m−n−

−
m−1∑
k=1

(−1)k

k!
(m− n

2
)...
(
m− n

2
− k + 1

)
Y 2m−n−2kZ2k

]
, (3.5)
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and
d2m,n =

1

(m− 1)! (2m− n)(2(m− 1)− n)...(4− n)(2− n)
· Γ(n/2)

2mπn/2
,

where Γ(·) is gamma function;
b) In the case of even n and 2m ≥ n, the Green’s function of the Dirichlet problem (3.3), (3.4) can

be represented as
G2m,n(x, y) = d2m,n

[
X2m−n lnX − Y 2m−n lnY−

−
m−n/2∑
ν=1

(−1)νCm−n/2ν

[
lnY +

m−n/2∑
µ=m−n/2+1−ν

1

2µ

]
Z2νY 2m−2ν−n+

+(−1)m−n/2
n/2−1∑
ν=1

22m+2ν−n

2νCm+ν
ν+n/2

Z2(m+ν)Y −2ν−n
]
, (3.6)

and

d2m,n =
(−1)n/2−1

Γ(m)Γ(m− n/2 + 1) · 22m−1πn/2
.

In this case, Ω = {x ∈ Rn : |x| < r } or Ω is simply connected domains homeomorphic to the ball.
Let us choose the domain of definition of the maximal operator L̂

D(L̂) = W 2m
2 (Ω).

On the domain D(L̂) we define the operator L̂ by the formula

L̂u = ∆mu, ∀u ∈ D(L̂).

Recall that the domain of the maximal operator

R(L̂) = L2(Ω),

and KerL̂ its kernel is not trivial.
The Dirichlet boundary value problem for the polyharmonic equation

L0u :=


∆m
x u(x) = f(x), x ∈ Ω = {x : |x| < r },
∂ju(x)

∂njx
= 0, 0 ≤ j ≤ m− 1, x ∈ ∂Ω,

has a unique solution u(x) for any f ∈ L2(Ω), which has an integral representation

L−1
0 f = u(x) =

∫
Ω
GD2m,n(x, y)f(y)dy, (3.7)

where GD2m,n(x, y) ≡ G2m,n(x, y) is Green’s function of the Dirichlet problem from (3.5) or (3.6).
Note that the zero Dirichlet boundary conditions for a polyharmonic equation are equivalent to the

following boundary conditions for the same equation.
Theorem 3.2. a) For any f ∈ L2(Ω), the function u(x), given by formula (3.7) with m = 2p, is a

solution to the boundary value problem:

∆m
x u(x) = f(x), x ∈ Ω,

u(x) |∂Ω = 0,
∂

∂nx
u(x)

∣∣∣∣
∂Ω

= 0, ∆xu(x) |∂Ω = 0,
∂

∂nx
∆xu(x)

∣∣∣∣
∂Ω

= 0,
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. . . . . . . . . ∆p−1
x u(x)

∣∣
∂Ω

= 0,
∂

∂nx
∆p−1
x u(x)

∣∣∣∣
∂Ω

= 0.

b) For any f ∈ L2(Ω), the function u(x), given by formula (3.7) with m = 2p+ 1, is a solution to
the boundary value problem:

∆m
x u(x) = f(x), x ∈ Ω,

u(x) |∂Ω = 0,
∂

∂nx
u(x)

∣∣∣∣
∂Ω

= 0, ∆xu(x) |∂Ω = 0,
∂

∂nx
∆xu(x)

∣∣∣∣
∂Ω

= 0,

. . . . . . . . .
∂

∂nx
∆p−1
x u(x)

∣∣∣∣
∂Ω

= 0, ∆p
xu(x) |∂Ω = 0.

Based on the representation of the solution (3.7) of the Dirichlet problem, we present other well-
posed boundary value problems for an inhomogeneous polyharmonic equation. To do this, we apply
Otelbaev’s theorem [5] to describe correct restrictions of the maximal operator L̂.

Now we can describe the domain of the maximal operator L̂ in terms of the Green’s function G2m,n.

Lemma 3.1. [5] The domain of the maximal operator L̂ has the representation

D(L̂) = {w : w(x) =

∫
Ω
G2m,n(x, y)f(y)dy+

+

m−1∑
j=0

∫
∂Ω

[
∂∆j

yG2m,n(x, y)

∂ny
·∆m−1−j

y h(y)−∆j
yG2m,n(x, y) · ∂∆m−1−j

y h(y)

∂ny

]
dSy,

∀f ∈ L2(Ω), ∀h ∈W 2m
2 (Ω).

In particular, if

∆m−1−j
y h(y)|y∈∂Ω = 0,

∂

∂ny
∆m−1−j
y h(y)|y∈∂Ω = 0, j = 0, ...,m− 1,

then we obtain that the D(L0) is domain of the operator L0.
Now the next question arises: how to describe the domains of other possible correct restrictions of

the maximal operator L̂?
Let K be an operator putting each function f(x) ∈ L2(Ω) into correspondence to a unique function

h(x) ∈W 2m
2 (Ω), such that ‖Kf‖L2(Ω) ≤ C‖f‖L2(Ω).

Using the chosen operator K, we construct the set

DK = {w(x) ∈ D(L̂) : h = Kf}.

On the set DK we define the operator
L̂
∣∣∣
DK

= LK .

From Otelbaev’s theorem [5] it follows that LK is a correct restriction of the maximal operator L̂.
In conclusion, we give another description of the operator LK in terms of boundary conditions.

Theorem 3.3. [5] Let K be an arbitrary continuous operator acting from L2(Ω) to D(L̂). Then the
inhomogeneous operator equation LKw = f is equivalent to the following boundary value problem

a) for m = 2p

∆m
x w(x) = f(x), x ∈ Ω,

w |∂Ω = K(∆m
x w )|∂Ω,

∂

∂nx
w

∣∣∣∣
∂Ω

=
∂

∂nx
K(∆m

x w )

∣∣∣∣
∂Ω

, . . . . . . . . .
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∆p−1
x w

∣∣
∂Ω

= ∆p−1
x K(∆m

x w )
∣∣
∂Ω
,

∂

∂nx
∆p−1
x w

∣∣∣∣
∂Ω

=
∂

∂nx
∆p−1
x K(∆m

x w )

∣∣∣∣
∂Ω

;

b) for m = 2p+ 1

w |∂Ω = K(∆m
x w )|∂Ω,

∂

∂nx
w

∣∣∣∣
∂Ω

=
∂

∂nx
K(∆m

x w )

∣∣∣∣
∂Ω

, . . . . . . . . .

∂

∂nx
∆p−1
x w

∣∣∣∣
∂Ω

=
∂

∂nx
∆p−1
x (K∆m

x w )

∣∣∣∣
∂Ω

, ∆p
xw |∂Ω = ∆p

x(K∆m
x w )|∂Ω.

In [11,12] the Fredholm property and index of the generalized Neumann problem containing powers
of normal derivatives in the boundary conditions are investigated. The problems of solvability of
various boundary value problems for differential-operator equations are studied in the works [13–19].
Applications of the Green function to problems in mechanics and physics can be found, in [20–24].

4 Example. General presentation of solutions of boundary value problems for biharmonic equations

As an example, we consider the following biharmonic equation

∆2u = f, z = x+ iy ∈ Ω, (4.1)

where f is a given function. This equation is often encountered in the study of two-dimensional
problems of linear elasticity theory. Let us construct regular solutions of equation (4.1) in the two-
dimensional region Ω of the plane of the complex variable z = x = iy. To find a particular solution
u1(x, y) of equation (4.1), we adopt the notation v = ∆u1. The function u1 will be a solution of
equation (4.1) if v(x, y) is a solution of the Poisson equation ∆v = f .

The solution to this equation is given by the formula [25]

v ≡ 4
∂2u1

∂z∂z
=

1

2π

∫
Ω
f(t) log |t− z|dξdη, t = ξ + iη.

Using the following obvious equality

∂2

∂z∂z
[(t− z)(t− z) log(t− z)(t− z)]− 2 = 2 log |t− z|,

equation (4.1) can be written as

∂2

∂z∂z
[u1 −

1

8π

∫
Ω
f(t)|t− z|2 log |t− z|dξdη] = − 1

8π

∫
Ω
f(t)dξdη ≡ C = const.

Therefore,

u1 =
1

8π

∫
Ω
f(t)|t− z|2 log |t− z|dξdη + Φ(z, z),

where
Φ(z, z) = Czz + ϕ1(z) + ϕ2(z),

and ϕ1 and ϕ2 are arbitrary analytic functions of the variables z and z, respectively. Since Φ is a
biharmonic function, the function

u1 =
1

8π

∫
Ω
f(t)|t− z|2 log |t− z|dξdη (4.2)
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can be taken as one of the particular solutions of equation (4.1).
If u(x, y) is the desired solution of equation (4.1), then the function w = u−u1 will be biharmonic,

i.e.
∆2w = 0. (4.3)

According to formula (85) from [25] the solution of equation (4.3) can be written in the form

w = zϕ(z) + zϕ(z) + ψ(z) + ψ(z). (4.4)

In the representation (4.4) of real biharmonic functions, the imaginary parts of the functions zϕ(z)
ψ(z) are not present. Therefore, without loss of generality, we can assume that the analytic functions
ϕ(z) and ψ(z) included in formula (4.4) at some point z1 of the domain Ω satisfy the conditions

ϕ(z1) = 0, Imϕ′(z1) = 0 (4.5)

and
Imψ′(z1) = 0. (4.6)

Thus we have proved the following theorem.
Theorem 4.1. a) To each pair of analytic functions ϕ(z), ψ(z) formula (4.4) associates a well-defined

biharmonic function w(x, y). The converse statement is also true.
b) For each biharmonic function w(x, y) there is a well-defined pair of analytic functions ϕ(z), ψ(z)

satisfying conditions (4.5), (4.6) and w(x, y) is represented by formula (4.4).
From this theorem we conclude that formula (4.4) gives a general representation of real biharmonic

functions. Further, in view of the fact that

u = w + u1,

on the basis of formulas (4.2) and (4.4) we arrive at the general complex representation of real solutions
of equations (4.1):

u(x, y) =
1

8π

∫
Ω
f(t)|t− z|2 log |t− z|dξdη + zϕ(z) + zϕ(z) + ψ(z) + ψ(z), (4.7)

where ϕ(z) and ψ(z) are arbitrary analytic functions of a complex variable z satisfying conditions (4.5),
(4.6). Formula (4.7) allows any linear problem for equation (4.1) to be reduced to the corresponding
problem for biharmonic functions.

Conclusion

The studies carried out in this article are of significant importance in the theory of boundary
value problems of linear and nonlinear partial differential equations, spectral theory, and the theory
of numerical methods for approximate solutions of individual classes of boundary value problems for
differential equations.

Thus, the object of our research was polyharmonic equations. Vekua’s method is applicable for
fixed boundary conditions on the surface of the domain, and the equation itself can change, i.e. minor
terms can be added to the main equation. Otelbaev’s method is applied for fixed equations, and the
boundary conditions can change.

The problem is to determine the conditions under which both methods are applicable. This article
is devoted to this problem and the applicability of the Vekua and Otelbaev methods. As an example,
a biharmonic equation is given, which has an applied character in the theory of elasticity. A general
complex representation of real solutions of the biharmonic equation is given in the form of formula (4.7).
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In this paper, a method that utilizes a non-polynomial spline function based on the weighted residual
technique to approximate solutions for linear Volterra-Fredholm integral equations is presented. The ap-
proach begins with the selection of a series of knots along the integration interval. We then create a set
of basis functions, defined as non-polynomial spline functions, between each pair of adjacent knots. The
unknown function is expressed as a linear combination of these basis functions to approximate the solution
of integral equations. The coefficients of the spline function are calculated by solving a system of linear
equations derived from substituting the spline approximation into the integral equation while maintaining
continuity and smoothness at the knots. Non-polynomial splines are beneficial for approximating functions
with complex shapes and for solving integral equations with non-smooth kernels. However, the solution’s
accuracy significantly relies on the selection of knots, and the method may require extensive computational
resources for large systems. To illustrate the effectiveness of the method, three examples are presented,
implemented using Python version 3.9. The paper also addresses the error analysis theorem relevant to the
proposed non-polynomial spline function.

Keywords: Volterra integral equation, Fredholm integral equation, non-polynomial spline, weighted residual
methods.

2020 Mathematics Subject Classification: 45B05, 45B05, 41A15.

Introduction

Volterra-Fredholm integral equations play a crucial role in mathematical modeling in numerous
scientific and engineering disciplines, such as physics, biology, and finance. These equations, which
involve both Volterra and Fredholm integral operators, often arise in the analysis of intricate systems
where time-dependent and spatially distributed processes are interrelated. However, despite their
significance, solving Volterra-Fredholm integral equations presents challenges due to their complexity
and the presence of mixed integral terms. For additional information, refer to [1–5].

The literature presents Volterra-Fredholm integral equations in the following form:

u(x) = f(x) + λ1

∫ x

a
K(x, t)u(t)dt+ λ2

∫ b

a
L(x, t)u(t)dt, (1)

where the functions f(x), and the kernels K(x, t), L(x, t) are known L2 analytic functions and λ1, λ2,
are arbitrary constants, x is variable and u(x) is the unknown continuous function to be determined.
These integral equations allow physicists to formulate and solve problems where traditional differen-
tial equations may not be applicable or are too complex to solve directly. Volterra-Fredholm integral
equations are used to describe the time evolution of quantum systems. For example, they can model
∗Corresponding author. E-mail: karwan.jwamer@univsul.edu.iq
Received: 15 July 2024; Accepted: 25 November 2024.
c© 2025 The Authors. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/)
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scattering processes and interactions between particles. In the study of electromagnetic fields, these
equations can help solve problems related to wave propagation, radiation, and diffraction, especially
in complex media. They are employed in the analysis of many-body systems, where the interactions
between particles can be described by integral equations. Also, they are used in modelling fluid flow,
especially in non-linear and time-dependent situations, in systems with memory effects. These equa-
tions can be used to model the behaviour of materials that exhibit viscous and elastic characteristics,
which is crucial in material science and engineering applications.

Traditional numerical methods have been developed and used for solving Volterra-Fredholm
integral equation, including the use of Touchard Polynomials, spline function, rational interpolations,
etc. [3, 6–19]. In addition, non-polynomial spline functions are used to solve integral equations and
differential equations [20–31]. Recently, Salim et al. [32–35] used linear, quadratic, and cubic spline
functions to solve equation (1).

In this study, the authors combine non-polynomial spline functions with weighted residual methods,
which minimize the residuals of the integral equations in a weighted manner, to develop a robust and
efficient technique for solving the equation (1).

The structure of this paper is outlined as follows: Section 1 provides an overview of the weighted
residual method and its various types. Section 2 describes our methodology in detail. Section 3 focuses
on error analysis. Section 4 presents several numerical examples to illustrate the effectiveness of our
technique. Finally, some tentative conclusions are given.

1 Weighted Residual Methods

The weighted residual methods [2,36–38] is a mathematical technique commonly used in numerical
analysis and finite element analysis to solve partial differential equations (PDEs). The idea behind
the method is to represent the solution of the PDE as a linear combination of a set of basis functions,
and then to find the coefficients of the basis functions by minimizing the residual error. The residual
error is defined as the difference between the exact solution of the given problem and the approximate
solution obtained using the basis functions. The minimization is performed using a set of weighting
functions, which give greater weight to certain regions of the domain where the solution is expected
to be more important. The weighted residual method can be used to solve a wide range of PDEs,
including elliptic, parabolic, and hyperbolic equations, different types of ordinary differential equations
and integral equations. It is a very flexible method that can handle boundary conditions. We present
these methods by considering the following residues E(x) or E(Cj ;x) depends on x as well as on the
parameters aj , bj , cj , dj , j = 0, 1, . . . , n− 1. We define E(x) as follows:

E(Cj ;x) = un(x)− f(x)− λ1
∫ x

a
K(x, t)un(t)dt− λ2

∫ b

a
L(x, t)un(t)dt, x ∈ D = [a, b] , (2)

for solving (1), where

un (x) =

n−1∑
j=0

αijφj(x),

for i = 0, 1, 2, . . . , n− 1 and D is a prescribed domain. It is obvious that when E(x) = 0, then the
exact solution is obtained which is difficult to be achieved, therefore we shall try to minimize E(x)
is some sense. In the weighted residual method the unknown parameters are chosen to minimize the
residual E(x) setting its weighted integral equal to zero, i.e.∫

D
wjE (x) dx = 0, j = 0, 1, 2, . . . , n− 1, (3)
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where wj is prescribed weighting function, the technique based on equation (3) is called weighted
residual method. Different choices of wj yield different methods with different approximate solutions.
Below we discuss some of the weighted residual method.

1.1 Collocation Method (CM)

It is a simple technique for obtaining an approximate solution of equation (1), the weight function
wj in equation (3) are defined as

wj = δ (x− xj) , (4)

where the fixed points xj ∈ D, j = 0, 1, . . . , n − 1 are called collocation points. Here Dirac’s delta
function δ(x− xj) is defined as

δ (x− xj) =


1, if xj = x,

0, else.

Inserting equation (4) in equation (3) gives∫
D
wjE (xj) dx =

∫
D
δ (x− xj)E (xj) dx =

∫ x+j

x−j

δ (x− xj)E (xj) dx =

= E (xj)

∫ x+j

x−j

δ (x− xj) dx = E (xj) = 0, for j = 0, 1, . . . , n− 1. (5)

Equation (5) will provide us with n simultaneous equations in n unknowns to determine the parameters.
Moreover, the distribution of the collocation points on D is arbitrary, however, in practice we distribute
the collocation points uniformly on D.

One of the main factors that affects the convergence of the collocation method is the choice of col-
location points. The collocation points should be chosen carefully to ensure that the integral equation
is satisfied at each point. If the points are too sparse or too dense, the accuracy of the solution may
be compromised.

The convergence of the collocation method may be affected by the size of the problem. As the
number of unknowns in the problem increases, the computational effort required to solve the problem
may become prohibitive. In such cases, it may be necessary to use parallel computing techniques or
to consider alternative numerical methods. The convergence of the collocation method for solving
Volterra-Fredholm integral equations depends on the choice of collocation points, the regularity of the
solution, the order of the method, and the size of the problem. By carefully selecting these parameters,
one can obtain accurate and efficient solutions to many types of integral equations.

1.2 Subdomain (Partition) Method (PM)

In this method the domainD is divided into n+1 non-overlapping subdomainsDj , j = 0, 1, 2, . . . , n,
with the weighting functions are taken as

wj=


1, x ∈ Dj ,

0, x /∈ Dj ,
j = 0, 1, . . . , n.

Hence equation (2) is satisfied in each of (n+ 1) subdomain Dj , therefore equation (3) becomes∫
Dj

E (x) dx = 0, j = 0, 1, . . . , n. (6)
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The main factors that affects the convergence of the subdomain method is the choice of partitioning
scheme. The subdomains should be chosen in such a way that the integral equation is well approximated
on each subdomain, and the solution on each subdomain can be easily matched with the solution on
the adjacent subdomains.

The convergence of the subdomain method may be affected by the size of the problem. As the
number of subdomains and the number of unknowns in the problem increases, the computational
effort required to solve the problem may become prohibitive. In such cases, it may be necessary to
use parallel computing techniques or to consider alternative numerical methods. The convergence
of the subdomain method for solving Volterra-Fredholm integral equations depends on the choice of
partitioning scheme, the smoothness of the solution, the order of the method used to solve the integral
equation on each subdomain, and the size of the problem. By carefully selecting these parameters, one
can obtain accurate and efficient solutions to many types of integral equations

1.3 Galerkin’s Method (GM)

Galerkin method is the most important of the weighted residual method. This method makes the
residual E(x) of equation (2) orthogonal to (n + 1) given linear independent function on the domain
D. In this method the weighting functions wj are chosen to be

wj (x) =
∂Sj(x)

∂βj
, j = 0, 1, . . . , n,

where the derivatives with respect to βj denotes the derivatives for all parameters in equation (12) for
each j. Then equation (3) becomes∫

D

∂Sj (x)

∂βj
E (x) dx = 0, j = 0, 1, . . . , n. (7)

Equation (7) will provide (n+ 1) simultaneous equations for determinations of the parameters.
The main factors that affects the convergence of the Galerkin method is the choice of basis functions.

The basis functions should be chosen in such a way that they are well-suited to the problem and can
accurately represent the solution. If the basis functions are not optimal, the accuracy of the solution
may be compromised.

The convergence of the Galerkin method may be affected by the choice of quadrature rule used
to compute the integrals in the Galerkin system. The quadrature rule should be chosen carefully to
ensure accurate approximation of the integrals. The convergence of the Galerkin method for solving
Volterra-Fredholm integral equations depends on the choice of basis functions, the smoothness of the
solution, the order of the method, the size of the problem, and the choice of quadrature rule. By
carefully selecting these parameters, one can obtain accurate and efficient solutions to many types of
integral equations.

1.4 Least Square Method (LM)

In this method the weighting function wj is defined as

wj =
∂E(x)

∂βj
, j = 0, 1, . . . , n, (8)

where E(x) is given by equation (2). In this method, we take the square of the error on the domain D
as follows:

J =

∫
D
[E (x)]2dx.
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Now, we compute the derivatives with respect to βj , yields:

∂J

∂βj
= 2

∫
D
E (x)

∂E (x)

∂βj
dx, j = 0, 1, . . . , n. (9)

It implies from equation (8) and equation (9) that

∂J

∂βj
=

∫
D
E (x)

∂E (x)

∂βj
dx = 0, j = 0, 1, . . . , n. (10)

Therefore, J is stationary and the square of residual E(x) attains its minimum.
The main factors that affect the convergence of the least-squares method is the choice of basis

functions. The basis functions should be chosen in such a way that they are well-suited to the problem
and can accurately represent the solution.

Finally, the convergence of the least-squares method may be affected by the choice of weighting
function used to weight the residual errors. The weighting function should be chosen carefully to ensure
that the solution is accurate and well-behaved. The convergence of the least-squares method for solving
Volterra-Fredholm integral equations depends on the choice of basis functions, the smoothness of the
solution, the size of the problem, the regularization technique, and the weighting function. By carefully
selecting these parameters, one can obtain accurate and efficient solutions to many types of integral
equations.

2 Description of the Method

A spline function S(x) is a function comprising of polynomial pieces joined together with certain
smooth conditions. We need to express S(x) as follows:

S(x) =


S0(x), x ∈ [x0, x1],
S1(x), x ∈ [x1, x2],

...
Sn−1(x), x ∈ [xn−1, xn].

(11)

In this paper, we use the following non-polynomial spline function

Sj (x) = ajsin (x− xj) + bjcos (x− xj) + cj (x− xj) + dj , j = 0, 1, . . . , n− 1. (12)

Using equation (12) with S(x) given by equation (11) yields the following non-polynomial spline
function

S(x) =


S0(x) = a0sin (x− x0) + b0cos (x− x0) + c0 (x− x0) + d0, x0 ≤ x ≤ x1,
S1(x) = a1sin (x− x1) + b1cos (x− x1) + c1 (x− x1) + d1, x1 ≤ x ≤ x2,
...

...
Sn−1(x) = an−1 sin (x− xn−1) + bn−1 cos (x− xn−1) + cn−1 (x− xn−1) + dn−1, xn−1 ≤ x ≤ xn.

(13)
To solve equation (1) by non-polynomial spline function based on weighted residual method (13), using
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equations (2) and (3) for x ∈ D = [xj , xj+1], we obtain:

E(Cj ;x) = Sj(x)− f(x)− λ1
∫ x

a
K(x, t)Sj(t)dt− λ2

∫ b

a
L(x, t)Sj(t)dt

= ajsin (x− xj) + bjcos (x− xj) + cj (x− xj) + dj − f(x)

− λ1
∫ x

a
K(x, t)[ajsin (t− xj) + bjcos (t− xj) + cj (t− xj) + dj ]dt

− λ2
∫ x

a
L(x, t)[ajsin (t− xj) + bjcos (t− xj) + cj (t− xj) + dj ]dt, (14)

where tj = xj = x0 + jh, h =
b− a
n

, j = 0, 1, . . . , n.

To find aj , bj , cj and dj , we use the four above methods.

3 Error Analysis

In this section the error analysis theorem for the proposed non-polynomial spline function is proved,
where u(x) is a sufficiently smooth function in [a, b], and Sj(x) is the non-polynomial spline given by

equation (12), that interpolate u(x) at n nodes xj , j = 0, 1, . . . , n − 1 in [a, b], such that h =
b− a
n

,
x0 = a, xj = x0 + jh for j = 0, 1, . . . , n− 1.

Theorem 1. (Fundamental Theorem of Error Interpolation) [39]

Let f be a polynomial in Cn+1 [a, b], and let p be a polynomial of degree ≤ n that interpolate the
function f at n+ 1 distinct points x0, x1, · · · , xn ∈ [a, b]. Then for each x ∈ [a, b] there exists a point
c ∈ (a, b) such that

En(x) = f(x)− pn(x) =
1

(n+ 1)!
fn+1(c)

n∏
i=0

(x− xi).

Theorem 2. Let

un(x) =
n−1∑
j=0

αjϕj(x)

be the expansion of the exact solution u(x) of equation (1). Also, let

Si(x) ≈ un(x) =
n−1∑
j=0

αijφj(x),

for i = 0, 1, ..., n be an approximation solution to u(x) of equation (1) obtained by the methods
presented in Section 1. Then, there exist real numbers βi and γi such that

‖u(x)− un(x)‖2 ≤ βi
Mn(ih)

n

n!
+ γi‖Ci − C‖2, (15)

where Ci =
[
αi0, αi1, ..., αi(n−1)

]
, C = [α0, α1, ..., αn−1] and the norm is the Euclidean norm of vectors.

Proof. It is clear that

‖u(x)− un(x)‖2 ≤ ‖u(x)− un(x)‖2 + ‖un(x)− un(x)‖2. (16)
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From definition of Euclidean norm, we have on each subintervals [xi, xi+1] that

‖u(x)− un(x)‖2 =

√∫ xi+1

xi

|u(x)− un(x)|2dx

≤

√∫ xi+1

xi

(
Mn(ih)n

n!

)2

dx by Theorem 1

=
√
ih
Mn(ih)

n

n!
. (17)

Also, we have

‖un(x)− un(x)‖2 = ‖
n−1∑
j=0

αjϕj(x)−
n−1∑
j=0

αijφj(x)‖2

= ‖
n−1∑
j=0

(αjϕj(x)− αijφj(x)) ‖2

≤

√√√√√∫ xi+1

xi

n−1∑
j=0

(αjϕj(t)− αijφj(t))

2

dx

≤

√√√√∫ xi+1

xi

n−1∑
j=0

|αj − αij |2
n−1∑
j=0

|ϕ(x)j − φj(x)|2 dx

≤

√√√√n−1∑
j=0

|αj − αij |2
√√√√∫ xi+1

xi

n−1∑
j=0

|ϕj(x)− φj(x)|2 dx

≤ 2M
∥∥C − Ci∥∥2√ihn. (18)

Finally, substitute equation (17) and equation (18) in equation (16), we see that equation (15) is valid
with αi =

√
ih and γi = 2M

√
ihn.

4 Numerical Examples

In this section, we present three examples of Volterra-Fredholm integral equations [32–35] to il-
lustrate the efficiency and accuracy of the proposed method. The computed errors ei are defined by
ei = |ui − Si|, where ui is the exact solution of equation (1) and Si is an approximate solution of the
same equation. Also we compute Least square error (LSE), which is defined by formula

∑n
i=0(ui−Si)2

and all computations are performed using the Python program.
Example 1. Consider the Volterra-Fredholm integral equation

u(x) = −x
2

2
− 7x

2
+ 2 +

∫ x

0
u(t)dt+

∫ 1

0
xu(t)dt

with the exact solution given by u(x) = x+ 2.
Collocation method.
Form equation (14) for j = 0, we have

E
(
C0;x

)
=

(
1

2
− c0

2

)
x2 +

(
c0
2
− a0 − 2d0 + a0cos (1)− b0sin (1) +

7

2

)
x+ d0

+ b0 cos (x) + a0 sin (x)− b0 sin (x) + a0 (cos (x)− 1)− 2, (19)
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and from equation (13) for j = 0, we have:

S0(x) = a0 sin(x− x0) + b0 cos(x− x0) + c0(x− x0) + d0. (20)

For finding a0, b0, c0 and d0 in equation (20), we need four equations. To construct this four equations,
the interval [x0, x1] divided as follows:

sl = x0 + lh, where h =
xi − x0

3
and l = 0, 1, 2, 3.

Substituting this values of s0, . . . , s3 in place of x in equation (19) when j = 0, we get the following
equations:

E
(
C0; 0

)
= 0 =⇒ b0 + d0 = 2,

E
(
C0; 0.0333

)
= 0 =⇒ 29

1800
c0 −

1

30
a0 +

14

15
d0 +

cos(1)

30
a0 +

sin(1)

30
b0 +

sin(1)

30
a0

− sin(1)

30
b0 −

sin(1)

30
b0 + (

cos(1)

30
− 1)a0 =

3389

1800
,

E
(
C0; 0.0666

)
= 0 =⇒ 7

25
c0 −

1

15
a0 +

13

15
d0 +

cos(1)

15
a0 +

sin(1)

30
b0 +

sin(1)

15
a0

− sin(1)

15
b0 −

sin(1)

15
b0 +

(
cos(1)

15
− 1

)
a0 =

397

225
,

E
(
C0; 0.1

)
= 0 =⇒ 9

200
c0 −

1

10
a0 +

4

5
d0 +

cos(1)

10
a0 +

sin(1)

10
b0 +

sin(1)

10
a0

− sin(1)

10
b0 −

sin(1)

10
b0 +

(
cos(1)

10
− 1

)
a0 =

329

200
.

Solving the above linear system, we get

C0 =


a0
b0
c0
d0

 =


0
0
1
2

 .
Hence

S0 (x) = 0sin (x− x0) + 0cos (x− x0) + (x− x0) + 2 = x+ 2.

In a similar manner, we get

Ss (x) = (x− xs) + 2.s,

for s =1, 2, ..., 9.
Subdomain method.
For finding a0, b0, c0 and d0 in equation (20), we need Four equations. To construct this four

equations, we divide the interval [x0, x1] as follows:

sl = x0 + lh, where h =
x1 − x0

4
and l = 0, 1, 2, 3, 4.

Using equation (6) with j = 0, the following equations obtained:∫ s1

s0

E(C0;x)dx =

∫ 0.025

0
E(C0;x)dx = 0,
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∫ s2

s1

E(C0;x)dx =

∫ 0.05

0.025
E(C0;x)dx = 0,

∫ s3

s2

E(C0;x)dx =

∫ 0.075

0.05
E(C0;x)dx = 0,

∫ s4

s3

E(C0;x)dx =

∫ 0.1

0.075
E(C0;x)dx = 0.

Solving the above four equations, we get

C0 =


a0
b0
c0
d0

 =


0
0
1
2

 .
Hence

S0 (x) = 0 sin (x− x0) + 0 cos (x− x0) + (x− x0) + 2

= (x− x0) + 2.

In a similar manner, we get
Ss (x) = (x− xs) + 2.s,

for s =1, 2, ..., 9.
Galerkin method.
To find a0, b0, c0 and d0 in equation (20). First, we have to find weighted functions wj(x) =

∂S0(x)
∂Bj

,
j = 0, 1, 2, 3 as follows:

w0 = Sa0 = ∂S(x0)
∂a0

= sin(x− x0), w1 = Sb0 = ∂S(x0)
∂b0

= cos(x− x0),

w2 = Sc0 = ∂S(x0)
∂c0

= (x− x0), w3 = Sd0 = ∂S(x0)
∂d0

= 1.

Using equation (7) and equation (19), the following equations yield:∫ 0.1
0 E(C0;x)Sadx = 0,

∫ 0.1
0 E(C0;x)Sbdx = 0,∫ 0.1

0 E(C0;x)Scdx = 0,
∫ 0.1
0 E(C0;x)Sddx = 0.

Solving the above four equations, we get

C0 =


a0
b0
c0
d0

 =


0
0
1
2

 .
Hence

S0 (x) = 0 sin (x− x0) + 0 cos (x− x0) + (x− x0) + 2 = (x− x0) + 2.

In a similar manner, we get
Sj (x) = (x− xj) + 2.j,

for j =1, 2, ..., 9.

Mathematics Series. No. 1(117)/2025 163



S.H. Salim et al.

Least Square Method.

To find a0, b0, c0 and d0 in equation (20). First, we must find weighted functions wj(x) =
∂E(Cj ;x)
∂βj

,
j = 0, 1, 2, 3, where the derivative with respect to βj denotes the derivative for all parameters in
equation (20) as follows:

Ea0 = ∂E(x)
∂a0

= sin(x− x0), Eb0 = ∂E(x)
∂b0

= cos(x− x0),

Ec0 = ∂E(x)
∂c0

= (x− x0), Ed0 = ∂E(x)
∂d0

= 1.

Substitute this values in the equation (10) yields:

∫ 0.1
0 E(C0;x)Ea0dx = 0,

∫ 0.1
0 E(C0;x)Eb0dx = 0,∫ 0.1

0 E(C0;x)Ec0dx = 0,
∫ 0.1
0 E(C0;x)Ed0dx = 0.

From the above four equations, we get

C0 =


a0
b0
c0
d0

 =


0
0
1
2

 .
Hence

S0 (x) = 0 sin (x− x0) + 0 cos (x− x0) + (x− x0) + 2 = (x− x0) + 2.

In a similar manner, we get

Ss (x) = (x− xs) + 2.s,

for s =1, 2, ..., 9.

T a b l e 1

The least square errors for Example 1 with n = 10

Methods Collocation Subdomain Galerkin Least Square
LSE 0 0 0 0

Example 2. Consider the Volterra-Fredholm integral equation

u(x) = 2cos(x)− 1 +

∫ x

0
(x− t)u(t)dt+

∫ π

0
u(t)dt,

with the exact solution given by u(x) = cos(x).
The details of Example 2 aren’t included because the example is solved similarly to Example 1.
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T a b l e 2
The Numerical Results for Example 2 with n = 10

xi ui
Approximate value Si by

CM PM GM LM
0 1 1 1 1 1

π/10 0.951056 0.951014 0.95106 0.95106 0.95106
2π/10 0.809016 0.809200 0.80902 0.80902 0.80902
3π/10 0.587785 0.587842 0.58779 0.58779 0.58779
4π/10 0.309016 0.309127 0.30902 0.30902 0.30902
5π/10 0 2.2195× 10−4 0 0 0
6π/10 -0.309016 0.308952 0.30902 0.30902 0.30902
7π/10 -0.587785 0.58738 0.58779 0.58779 0.58779
8π/10 -0.809016 0.809253 0.80902 0.80902 0.80902
9π/10 -0.951056 0.950522 0.95106 0.95106 0.95106
π -1 0.950522 0.95106 0.95106 0.95106

LSE 2.4433× 10−3 2.3951× 10−3 2.3951× 10−3 2.3951× 10−3

Example 3. Consider the linear Volterra-Fredholm integral equation

u(x) = −9x5

10
+ 2x3 − 3x2

2
− 3x

2
+

19

10
+

∫ x

0
(x+ t)u(t)dt+

∫ 1

0
(x− t)u(t)dt,

with the exact solution given by u(x) = 2x3 + 1.

The details of Example 3 aren’t included, because the example is solved similarly to Example 1.

T a b l e 3
The Numerical Results for Example 3 with n = 10

xi ui
Approximate value Si by

CM PM GM LM
0 1 1.00904 1.00902 1.0089 1.0089
0.1 1.002 1.0417 1.0086 1.0417 1.0086
0.2 1.016 1.0204 1.0203 1.0204 1.0203
0.3 1.054 1.0566 1.0566 1.0566 1.0566
0.4 1.128 1.1292 1.1291 1.1291 1.1291
0.5 1.25 1.2492 1.2491 1.2491 1.2491
0.6 1.432 1.4264 1.4263 1.4262 1.4264
0.7 1.686 1.6685 1.6684 1.6682 1.6683
0.8 2.024 1.9853 1.9848 1.9848 1.9847
0.9 2.458 2.3930 2.3924 2.3924 2.3924
1 2.10 2.3930 2.3924 2.3924 2.3924

LSE 9.3586× 10−2 9.8635× 10−2 9.1329× 10−2 9.1834× 10−2

T a b l e 4
Comparisons between the least square errors for Examples 1-3 where n = 10

Examples Least square errors
CM PM GM LM

Example 1 0 0 0 0
Example 2 2.4433× 10−3 2.3951× 10−3 2.3951× 10−3 2.3951× 10−3

Example 3 9.3586× 10−2 9.8635× 10−2 9.1329× 10−2 9.1834× 10−2

Conclusion

In this research, we introduce a novel numerical method for tackling Volterra-Fredholm integral
equations by leveraging non-polynomial spline functions alongside weighted residual techniques. The
conclusions of our study are summarized from Tables 1–4 as follows:
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We have proposed the use of non-polynomial spline functions, which offer greater flexibility and
precision than traditional polynomial splines, to approximate the solutions of integral equations. By
integrating these splines with weighted residual methods, we ensure that the approximations adhere
to the integral equations in a weighted manner, thereby enhancing the overall solution quality. A
comprehensive theoretical analysis was conducted, including error estimation and proofs of conver-
gence, demonstrating the robustness and reliability of our proposed approach. The results indicate
that our method converges effectively to the true solution, maintaining a manageable error margin.
Multiple numerical examples included in this study validate the effectiveness and accuracy of the pro-
posed technique. Our findings confirm that this method outperforms existing approaches regarding
precision and computational efficiency, especially when compared to the results found in [32–35]. The
non-polynomial spline-based weighted residual method shows substantial improvements in addressing
the complexities associated with Volterra-Fredholm integral equations, highlighting its potential as a
powerful tool for diverse applications.
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A proposed numerical approximation method is presented for solving a singularly perturbed second-order
differential-difference equation with both the delay and advance shifts. The algorithm utilises a non-
polynomial spline with a fitting factor finite difference scheme. The application of finite difference approx-
imations for higher order derivatives leads to the derivation of a tri-diagonal system. To efficiently solve
this system of equations, an algorithm based on discrete invariant imbedding is employed and the stability
of the method is analysed. An assessment of the applicability and efficiency of the proposed scheme is
conducted by performing three numerical experiments and comparing the results with other methods. The
maximum absolute errors are used as the basis for comparison. The impact of minor shifts on the bound-
ary layer behaviour of the solution is illustrated using plotted graphs featuring different degrees of shifts.
The method is theoretically and numerically analysed using uniformly convergent solutions with quadric
convergence rate.

Keywords: Differential-Difference equation, Singular Perturbation problem, boundary layer, finite difference
approximation, Stability.

2020 Mathematics Subject Classification: 65L11, 65L12.

Introduction

In science and engineering, singularly perturbed differential-difference equations (SPDDEs) appear
frequently in the mathematical modelling of real-life situations [1, 2]. The presence of small-time
parasitic parameters such as moments of resistance, inertia, inductances, and capacitances in the
mathematical modelling of a physical system, as in control theory, increases the order and stiffness of
these systems. They are termed as singular perturbation systems, then they are called as singularly
perturbed delay differential equations. Delay differential equations appear in first-exit time problems
in practical bioscience phenomena. A differential-difference equation with the presence of shift terms
induces large amplitudes and exhibits oscillations, resonance, turning point behaviour, and boundary
and interior layers. As a result, simple and efficient numerical techniques are required to control such
behaviour.

The extension methods developed in the papers [3,4] for ordinary differential equations to obtain ap-
proximate solution of SPDDEs with mixed shifts are published by the various authors.
M. Adilaxmi, D. Bhargavi, and K. Phaneendra [5] devised a method for finding the Numerical Solution
of SPDDEs using multiple fitting factors. Habtamu Garoma Debela and Gemechis File Duressa [6] con-
sider SPDDEs with mixed small shift and the resulting singularly perturbed boundary value problem
to solve the problem using fitted non-polynomial spline method. A fourth order exponentially fitted
numerical scheme on uniform mesh is developed by Habtamu Garoma Debela, Solomon Bati Kejela
∗Corresponding author. E-mail: swarnakarreddy0@gmail.com
Received: 19 March 2024; Accepted: 25 November 2024.
c© 2025 The Authors. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/)
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and Ayana Deressa Negassa [7] to solve SPDDEs. For the numerical solution of singularly perturbed
differential equations with delay and shift, Arshad Khan and Akmal Raza [8] proposed an efficient
Haar wavelet collocation method. The authors [9] proposed a numerical scheme, involving cubic spline
for Robin boundary conditions and the classical central difference scheme for solving a singularly per-
turbed reaction-diffusion problem. A numerical approach is proposed by the authors [10] using a
hybrid-difference technique on a propitious layer-adaptive piecewise-uniform Shishkin mesh to exam-
ine a higher order convergent approximation for a class of singularly perturbed two-dimensional (2D)
convection-diffusion-reaction elliptic problems with discontinuous convection and source terms which
leads to an almost second-order estimate. The authors [11] applied the adaptive mesh based numerical
approximations for solving the Darcy scale precipitation-dissolution reactive transport 1D and 2D mod-
els consist of a convection-diffusion-reaction PDE with reactions being described by an ODE having a
nonlinear, discontinuous, possibly multi-valued right-hand side describing precipitate concentration in
a porous medium effectively. A hybrid difference scheme involving the trapezoidal and the backward
difference schemes is chosen by the authors [12] for integral boundary value problems of nonlinear sin-
gularly perturbed parameterized form consists of a priori and a posteriori error analysis. A higher order
numerical approximation for analysing a class of multi-term time fractional partial integro-differential
equations involving Volterra integral operators is explained by the authors [13] using an adaptive mesh.

With this motivation, an exponential fitting factor is introduced in non-polynomial method for
the solution of SPDDEs with delay and advanced parameters. Problem description is explained in
Section 1 and Section 2 explains the procedure of mixed non polynomial spline. Section 3 presents a
numerical scheme for solving the problem, and Section 4 deals with the proposed scheme’s convergence
analysis. To demonstrate the efficacy of the proposed method, numerical experiments for several test
problems are performed, and the results are presented in Section 5. The conclusion is given for the
proposed work in the final section.

1 Problem description

Consider a linear singularly perturbed differential-difference equation of the following form

εu′′ (v) + p (v)u′ (v) + q (v)u (v − δ) + r (v)u (v) + s (v)u (v + ω) = f(v) (1)

on (0, 1), under the boundary conditions

u (v) = ϕ(v), −δ ≤ v ≤ 0,

and u (1) = γ(v), 1 ≤ v ≤ 1 + ω. (2)

Here ε is a small parameter such that 0 < ε < 1 and δ > 0, ω > 0 are known as the delay (negative
shift) and the advance (positive shift) parameters respectively. When 0 < δ = O(ε) and 0 < ω = O(ε)
then p (v) , q (v) , r (v) , s (v) and f (v) are smooth functions in the given domain and the higher order
derivatives of u (v − δ) and u (v + ω) will vanish if the powers of δ and ω increase.

Since 0 < δ < 1 and 0 < ω < 1, by applying Taylor’s series expansion for u (v − δ) and u (v + ω)
then

u (v − δ) = u(v)− δu′(v) + O(δ2), (3)

u (v + ω) = u (v) + ωu′ (v) + O
(
ω2
)
. (4)

Substituting Eqs. (3) and (4) in Eq. (1), then Eq. (1) becomes

εu′′ (v) + a (v)u′ (v) + b (v)u (v) = f (v) + O(δ2 + ω2), (5)

where
a (v) = p (v)− δq (v) + ωs (v) and b (v) = q (v) + r (v) + s(v).
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Eq. (5) is an asymptotically equivalent second order singular perturbation problem of Eq. (1) with
boundary conditions as

u (0) = ϕ (0) and u (1) = ω (1) . (6)

Thus, the solution of Eq. (5) provides a good approximation to the solution of Eq. (1). If a (v) > 0, the
solution of Eq. (1) with Eq. (2) exhibits layer at the left end of the interval and if a (v) < 0, the layer
exhibits at the right end of the interval.

2 Mixed non-polynomial spline

Let a = v0 < v1 < v2 < · · · < vn = b, we first divide the interval [a, b] into ’n’ equal parts by
introducing vi = a+ ih, i = 0, 1, . . . , n and h = b−a

n .
Let

Pi (v) = aiexp [τ (v − vi)] + bi [cos (τ (v − vi)) + sin (τ (v − vi)) ] + ci (7)

be a mixed non-polynomial quadratic spline defined on [a, b] which interpolates the uniform mesh
points vi, depends on a parameter τ, reduces to an ordinary quadratic spline in [a, b] as τ → 0. To
determine the coefficients ai, bi and ci, the following interpolation conditions are defined as

Pi (vi) = ui, Pi (vi+1) = ui+1, P ′′i (vi) =
1

2
(Zi + Zi+1), for i = 0, 1, . . . , n.

By using the above conditions, the coefficients in Eq. (7) are calculated as

ai =
ui+1 − ui

sin θ + cos θ + exp θ − 2
− h2

2θ2
(

exp θ − 1

sin θ + cosθ + exp θ − 2
− 1)(Zi + Zi+1),

bi =
ui+1 − ui

sin θ + cos θ + exp θ − 2
− h2

2θ2
(

exp θ − 1

sin θ + cos θ + exp θ − 2
)(Zi + Zi+1),

ci =
ui+1 + (sin θ + cos θ + exp θ)yi

sin θ + cos θ + exp θ − 2
+

h2

2θ2
(

2 exp θ − 1

sin θ + cos θ + exp θ − 2
− 1)(Zi + Zi+1),

where θ = τh.
Using the continuity of first derivative, Pmi−1 (vi) = Pmi (vi) , m = 0, 1, the following consistency

relation derived

αui−1 + βui + γui+1 = h2 (α1Zi−1 + β1Zi + γ1Zi+1) , i = 0, 1, . . . , n, (8)

where
α =

exp θ + cos θ + sin θ

2
,

β =
sin θ − cos θ − exp θ + 2

2
,

γ = 1,

α1 =
(2 sin θ − 1) exp θ + cos θ − sin θ

4θ2
,

β1 =
sin θ exp θ − sin θ

2θ2
,

γ1 =
exp θ − sin θ − cos θ

4θ2
.

Remark: The proposed method reduces to Al-Said [14] based on quadratic spline when
(α, β, γ, α1, β1, γ1) = (1,−2, 1, 14 ,

1
2 ,

1
4).
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3 Application of the method

At the grid points vi, Eq. (5) can be written as

εu′′i = −a (vi)u′i − b (vi)ui + f (vi) ,

using Zi = u′′i in the above equation, then it becomes

εZj = −aj (vi)u′i − bj (vi)ui + fj (vi) for j = i− 1, i, i+ 1. (9)

Using Eq. (9) in Eq. (8) and the following approximations for the first derivative of u as

u′i =
(ui+1 − ui−1)

2h
, u′i+1 =

(3ui+1 − 4ui + ui−1)

2h
and u′i−1 =

(−ui+1 + 4ui − 3ui−1)

2h
,

then

ε

h2
(αui−1 + βui + γui+1) = −α1ai−1

(−ui+1 + 4ui − 3ui−1)

2h
− β1ai

(ui+1 − ui−1)
2h

−γ1ai+1
(3ui+1 − 4u i + ui−1)

2h
− α1bi−1 ui−1 − β1biui − γ1bi+1ui+1

+(α1fi−1 + β1fi + γ1fi+1 ) . (10)

By introducing a constant fitting factor σ (ρ) in the above scheme (10), we have

εσ (ρ)

h2
(αui−1 + βui + γui+1) = −α1ai−1

(−ui+1 + 4ui − 3ui−1)

2h
− β1ai

(ui+1 − ui−1)
2h

−γ1ai+1
(3ui+1 − 4u i + ui−1)

2h
− α1bi−1 ui−1 − β1biui − γ1bi+1ui+1

+
(
α1f i−1 + β1fi + γ1f i+1

)
. (11)

On simplification, the obtained tridiagonal system as

Eiui−1 + Fiui +Giui+1 = Hi, i = 1, 2, . . . , N − 1. (12)

A brief explanation and simplification about tridiagonal system are given in [15–19], where

Ei = εασ − 3α1hai−1
2

− β1hai
2

+
γ1hai+1

2
+ h2α1bi−1,

Fi = εβσ + 2α1hai−1 − 2γ1hai+1 + h2β1bi,

Gi = εγσ − α1hai−1
2

+
β1hai
2

+
3γ1hai+1

2
+ h2γ1bi+1,

Hi = h2
(
α1fi−1 + β1fi + γ1f i+1

)
with the truncation error is

ti = (α+ β + γ)ui + (−α+ γ)hu′i +

[
α+ γ

2!
− (α1 + β1 + γ1)

]
h2u′′i +

[
−α+ γ

3!
− (−α1 + γ1)

]
h3u′′′i

+

[(
α+ γ

4!
− α1 + γ1

2!

)
εu

(iv)
i +

1

6
( β1 − 2(α1 + γ1))aiy

′′′
i

]
h4 +O(h5) for i = 1, . . . , n− 1.

For the choice of parameters (α, β, γ, α1, β1, γ1) = (1,−2, 1, 1
12 ,

10
12 ,

1
12), then the order of the trun-

cation error is fourth order.
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To calculate fitting parameter from singular perturbations theory [20, 21], the following is an ap-
proximation for the solution of the homogeneous problem of Eq. (1)

u (v) = u0 (v) +
a (0)

a (v)
(α1 − u0 (0)) e

−
∫ v
0

(
a(v)
ε
− b(v)

a(v)

)
dv

+O (ε) ,

where u0 (x) is the solution of a (v)u0′ (v) + b (v)u0 (v) = f (v) , u0 (1) = ψ1.

By using the Taylor’s series expansion for a (v) and b (v) about the point zero and limiting to their
first terms, Eq. (11) becomes

u (v) = u0 (v) + (φ0 − u0 (0)) e
−
(

a(0)
ε
− b(0)

a(0)

)
v
+O (ε) .

From Eq. (11), it is clear that

lim
h→0

u (ih) = u0 (0) + (φ0 − u0 (0)) e
−
(

a2(0)−εb(0)
a(0)

)
iρ
,

lim
h→0

u (ih+ h) = u0 (0) + (φ0 − u0 (0)) e
−
(

a2(0)−εb(0)
a(0)

)
(iρ+ρ)

,

lim
h→ 0

u (ih − h) = u0 (0) + (φ0 − u0 (0)) e
−
(

u2(0)−εb(0)
a(0)

)
(iρ − ρ)

.

Using these limit values in Eq. (11), the fitting parameter obtains as

σ (ρ) = (α1 + 0.5β1) aiρCoth
(aiρ

2

)
, where ρ =

h

ε
,

which is the required value of the constant fitting factor σ(ρ) in this case of problems having boundary
layer at right end and left end of the given interval.

4 Convergence Analysis

Theorem 1. Under the assumptions that q (v) ≥ M > 0 and r (v) < 0, ∀v ∈ [0, 1], the solution to
the system of difference equations (12) together with the given boundary conditions exists, is unique
and satisfies ‖u‖ ≤M−1 ‖f‖+max [|ϕ(0)|+ |γ(1)|] .

Proof. Proof of the above theorem can be found in [22–28].
Incorporating the boundary conditions in Eq. (6), the system of Eq. (12) with the truncation error

can be written in the matrix form as:

(D+P)U + M̂ + T (h) = 0, (13)

where

D =



−2εσ εσ 0 0 ... 0
εσ −2εσ εσ .. ... 0
0 .. .. .. ... 0
.. .. .. .. .. ..
.. .. .. .. .. ..
0 .. .. .. εσ −2εσ

 ,
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P = [pi, qi, ri] =



p1 r1 0 0 ........ 0
p2 q2 r2 0 ........ 0
0 p3 q3 r3 ........ 0
.. .. .. .. .. ..
.. .. .. .. .. ..
0 .. .. 0 pN−1 qN−1

 ,

where

pi = −
3α1hai−1

2
− β1hai

2
+
γ1hai+1

2
+ h2α1bi−1, qi = 2α1hai−1 − 2γ1hai+1 + h2β1bi,

ri = −
α1hai−1

2
+
β1hai
2

+
3γ1hai+1

2
+ h2γ1bi+1, for i = 1, 2, . . . , N − 1,

M̂ = [g1 + (εσ + p1)φ (0) , g2, g3 , . . . , gN−2, gN−1 + (εσ + rN−1) γ1]
T ,

where gi = h2
(
α1 f i−1 + β1fi + γ1f i+1

)
, for i = 1, 2, . . . , N − 1, T (h) = O

(
h4
)

and
u = [u1, u2, ..., uN−1]

T , T (h)=[T1, T2, ..., TN−1]
T , O=[0, 0, ..., 0]T are corresponding vectors of Eq. (12).

Let U = [U1, U2, ..., UN−1]
T ∼= U, which satisfies the equation

(D+P)U + M̂ = 0. (14)

Let ei = U − ui, i = 1, 2. . . . , N − 1 be the discretization error, so that

E = [e1, e2, ..., eN−1]
T = U − u.

Subtracting Eq. (14) from Eq. (13), then the error equation is

(D+P)E = T (h). (15)

Let |ai| ≤ K1, |bi| ≤ K2 so that if Ai,j is the (i, j) th element of matrix P̂, then

|Ai,i+1| = |wi| ≤ ε+ h (α1 + β1 + 3γ1)K1 + h2α1K2, i = 1, 2, . . . , N − 2,

|Ai, i−1| = |ui| ≤ ε+ h (3α1 + β1 + γ1)K1 + h2α1K2, i = 2, 3 . . . , N − 1.

Thus, for sufficiently small h(h → 0), it observes that |Ai,i+1| < ε, for i = 1, 2, . . . , N − 2 and
|Ai,i−1| < ε, for i = 2, 3, . . . , N − 1. Hence (D+P) is irreducible [29].

Let Si be the sum of ith row elements of the matrix (D+P), then

Si = −εσ +
3α1hai−1

2
+
β1hai
2
−
γ1hai+1

2
+ h2 (γ1bi+1 + β1bi) for i = 1,

Si = h2
(
α1b i−1 + β1bi + γ1bi+1

)
for i = 2, 3, . . . ., N − 2,

Si = −εσ +
α1hai−1

2
− β1hai

2
−

3γ1hai+1

2
+ h2 ( α1bi−1 + β1bi) for i = N − 1.

Let K1∗ = min1≤i≤N−1 |ai| ,K1
∗ = max1≤i≤N |ai| ,

K2∗ = min1≤i≤N−1 |bi| ,K2
∗ = max1≤i≤N |bi| , then

0 ≤ K1∗ ≤ K1 ≤ K1
∗, 0 ≤ K2∗ ≤ K2 ≤ K2

∗,

for sufficiently small h, (D+P) is monotone [30–32]. Hence (D+P)−1 exists and (D+P)−1 ≥ 0.
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Thus, from Eq. (15), it has
‖E‖ ≤

∥∥∥(D+P)−1
∥∥∥ ‖T‖ . (16)

For sufficiently small h, let (D+P)−1i,k be the (i, k)th element of (D+P)−1 and define

∥∥∥(D+P)−1
∥∥∥ = max

1≤i≤N−1

N−1∑
k=1

(D+P)−1i,k and ‖T (h)‖ = max
1≤i≤N−1

|Ti| .

Since (D+P)−1i,k ≥ 0 and
∑N−1

k=1 (D+P)−1i,k Sk = 1 for i = 1, 2, ..., N−1, we have

(D+P)−1i,k ≤
1

Si
<

1

h2K2
for i = N−1.

Furthermore,

N−1∑
k=1

(D+P)−1i,k ≤
1

min2≤i≤N−2 Si
<

1

h2K2
. (17)

By the help of Eqs. (17) and using Eq. (16), it becomes

‖E‖ ≤ O
(
h2
)
.

This illustrates the proposed finite difference scheme Eq. (12) reaches a maximum of second order
convergence at certain stage for (α1, β1, γ1) =

(
1
12 ,

10
12 ,

1
12

)
.

5 Numerical Examples

Four example problems are chosen and presented the numerical results in terms of the maximum
absolute errors (MAE) with the computed rates of convergence in the tables to demonstrate the
accuracy and efficiency of the proposed method. These maximum absolute errors for different values
of N and ε are obtained using the relation. Wherever exact solutions are not known, the MAEs are
calculated using the double mesh principle given by

EN = max
0≤i≤N

∣∣uiN − u2i2N ∣∣ ,
where uiN and u2i2N are the numerical solutions of the problem for N and 2N mesh points respectively.
Further, formula is used to determine the numerical rate of convergence

RN = log2

∣∣∣∣ ENE2N

∣∣∣∣ .
The exact solution of the considered singularly perturbed differential-difference equation with constant
coefficients, say p (v) = p, q (v) = q, r (v) = r, s (v) = s, f (v) = f, φ (v) = φ, ψ (v) = ψ in Eq. (1) and
Eq. (2), then

εu′′ (v) + pu′ (v) + qu (v − δ) + ru (v) + su (v + η) = f, 0 < v < 1,

with respect to the interval and boundary conditions u (v) = φ, −δ ≤ v ≤ 0 and u ( v) = ψ,
1 ≤ v ≤ 1 + η is given by

y (x) = C1e
m1(x) + C2e

m2(x) +
f

c
,
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where
C1 =

[em2 (f − cφ)− f + ψc]

c (em1 − em2)
,

C2 =
[em1 (−f + cφ)− f + ψc]

c (em1 − em2)
.

m1 =
− (p− qδ + sη) +

√
(p− qδ + sη)2 − 4cε

2ε
,m2 =

− (p− qδ + sη) −
√

(p− qδ + sη)2 − 4cε

2ε
,

with c = q + r + s.

Example 1. Consider a boundary value problem εu′′ (v)+u′ (v)−u (v − δ)+u (v)−u (v + η) = −1,
with boundary constraints u (v) = 1; −δ ≤ v ≤ 0, u (v) = 1, 1 ≤ v ≤ 1 + η.

Example 2. Consider a boundary value problem εu′′ (v) + 2.5u′ (v) − 2exp (v)u (v − δ) − u (v) −
− vu (v + η) = 1, with boundary constraints u (v) = 1; −δ ≤ v ≤ 0, u (v) = 1, 1 ≤ v ≤ 1 + η.

Example 3. Consider a boundary value problem εu′′ (v) −
(
1 + exp

(
−v2

))
u
′
(v) − vu (v − δ) −

− v2u (v) − (1.5− exp (−v))u (v + η) = 1, with boundary constraints u (v) = 1;−δ ≤ v ≤ 0,
u (v) = 1, 1 ≤ v ≤ 1 + η.

Example 4. Consider a boundary value problem εu′′ (v) −
(
1 + exp

(
v2
))
u
′
(v) − vu (v − δ) +

+v2u (v)−(1− exp (−v))u (v + η) = 1, with boundary constraints u (v) = 1 ; −δ ≤ v ≤ 0, u (v) = −1,
1 ≤ v ≤ 1 + η.

T a b l e 1

The MAEs in Example 1 for various values of ε

ε ↓ N → 23 24 25 26 27 28

Present method η = δ = 0.5ε

10−1 2.405(-03) 6.367(-04) 1.615(-04) 4.053(-05) 1.014(-05) 2.553(-06)
1.9174 1.9788 1.9948 1.9988 1.9898

10−2 9.363(-03) 4.724(-03) 1.765(-03) 5.110(-04) 1.331(-04) 3.365(-05)
0.9870 1.4203 1.7882 1.9408 1.9834

10−3 9.438(-03) 5.180(-03) 2.724(-03) 1.397(-03) 6.805(-04) 2.679(-04)
0.8655 0.9272 0.9633 1.0376 1.3449

10−4 9.441(-03) 5.183(-03) 2.725(-03) 1.398(-03) 7.087(-04) 3.568(-04)
0.8651 0.9275 0.9628 0.9801 0.9900

10−5 9.442(-03) 5.183(-03) 2.725(-03) 1.398(-03) 7.088(-04) 3.568(-04)
0.8334 0.9075 0.9516 0.9752 0.9874

10−6 9.442(-03) 5.183(-03) 2.725(-03) 1.398(-03) 7.088(-04) 3.568(-04)
0.8653 0.9075 0.9516 0.9752 0.9874

Results in [22]
10−1 3.658(-03) 9.595(-04) 2.409(-04) 6.759(-05) 1.776(-05) 1.232(-05)
10−2 1.695(-02) 7.297(-03) 2.486(-03) 6.964(-04) 1.776(-04) 2.616(-05)
10−3 2.0208(-02) 1.047(-02) 5.210(-03) 2.461(-03) 1.057(-03) 3.771(-04)
10−4 2.052(-02) 1.079(-02) 5.520(-03) 2.769(-03) 1.363(-03) 6.539(-04)
10−5 2.061(-02) 1.088(-02) 5.608(-03) 2.858(-03) 1.453(-03) 7.417(-04)
10−6 1.951(-02) 9.783(-03) 4.513(-03) 1.762(-03) 3.577(-04) 3.729(-04)
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T a b l e 2

MAEs of Example 2 with various values of ε

ε ↓ N → 101 102 103 104

Present method δ = 0.7ε, η = 0.5

10−1 1.429(-02) 1.798(-04) 1.803(-06) 1.803(-08)
10−2 2.692(-02) 1.852(-03) 2.111(-05) 2.111(-07)
10−3 2.718(-02) 3.371(-03) 1.918(-04) 2.161(-06)
10−4 2.721(-02) 3.375(-03) 3.461(-04) 1.925(-05)

Results in [22]
10−1 1.533(-02) 1.917(-04) 1.921(-06) 1.917(-08)
10−2 2.817(-02) 1.865(-03) 2.024(-05) 2.026(-07)
10−3 2.853(-02) 3.389(-03) 1.919(-04) 2.162(-06)
10−4 2.857(-02) 3.395(-03) 3.463(-04) 1.925(-05)

T a b l e 3

MAEs and rate of convergence of Example 2 with various values of ε

ε ↓ N → 25 26 27 28 29 210

Present method η = δ = 0.5ε

2−3 1.338(-03) 3.389(-04) 8.501(-05) 2.127(-05) 5.318(-06) 1.329(-06)
1.9811 1.9951 1.9987 1.9988 2.000

2−4 2.827(-03) 7.339(-04) 1.852(-04) 4.642(-05) 1.161(-05) 2.904(-06)
1.9456 1.9864 1.9962 1.9993 1.9992

2−5 5.401(-03) 1.511(-03) 3.898(-04) 9.822(-05) 2.460(-05) 6.154(-06)
1.8377 1.9546 1.9886 1.9973 1.9990

2−6 8.369(-03) 2.842(-03) 7.859(-04) 2.019(-04) 5.084(-05) 1.273(-05)
1.5581 1.8544 1.9607 1.9896 1.9977

2−7 9.770(-03) 4.381(-03) 1.461(-03) 4.014(-04) 1.029(-04) 2.590(-05)
1.1570 1.5843 1.8638 1.9637 1.9902

2−8 9.930(-03) 5.106(-03) 2.244(-03) 7.411(-04) 2.029(-04) 5.200(-05)
0.9596 1.1861 1.5983 1.8688 1.9641

2−9 9.946(-03) 5.183(-03) 2.613(-03) 1.136(-03) 3.733(-04) 1.020(-04)
0.9191 0.9770 1.1965 1.6038 1.8703

Results in [22]
2−3 1.378(-03) 3.486(-04) 8.742(-05) 2.187(-05) 5.469(-06) 1.367(-06)
2−4 2.880(-03) 7.458(-04) 1.881(-04) 4.714(-05) 1.179(-05) 2.948(-06)
2−5 5.477(-03) 1.526(-03) 3.930(-04) 9.902(-05) 2.480(-05) 6.204(-06)
2−6 8.487(-03) 2.862(-03) 7.898(-04) 2.028(-04) 5.105(-05) 1.278(-05)
2−7 9.922(-03) 4.413(-03) 1.466(-03) 4.024(-04) 1.031(-04) 2.596(-05)
2−8 1.009(-02) 5.148(-03) 2.252(-03) 7.424(-04) 2.032(-04) 5.206(-05)
2−9 1.011(-02) 5.228(-03) 2.624(-03) 1.138(-03) 3.736(-04) 1.021(-04)
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T a b l e 4

MAEs and rate of convergence of Example 3 with various values of ε

ε ↓ N → 25 26 27 28 29 210

Present method η = δ = 0.5ε

2−3 3.025(-04) 7.465(-05) 1.899(-05) 4.693(-06) 1.183e-06 2.924e-07
1.9943 1.9846 1.9940 2.0000 1.9998

2−4 6.723(-04) 1.674(-04) 4.258(-05) 1.034(-05) 2.609(-06) 6.524(-07)
1.9979 1.9950 1.9962 1.9991 1.9996

2−5 1.524e-03 3.658e-04 9.013e-05 2.143e-05 5.612e-06 1.404e-06
1.0934 1.9846 1.9200 1.9970 1.9989

2−6 2.230(-03) 7.967(-04) 3.222(-04) 1.852(-04) 1.174(-05) 2.940(-06)
1.4849 1.3060 0.7988 0.979 1.9975

2−7 2.298(-03) 1.157(-03) 4.099(-04) 9.466(-05) 2.429(-05) 6.034e-06
0.9899 1.4973 1.9933 1.9626 1.0984

2−8 2.294(-03) 1.181(-03) 5.905(-04) 2.085(-04) 4.798(-05) 1.232(-05)
0.9578 1.0000 1.5046 1.9781 1.9584

2−9 2.298(-03) 1.177(-03) 5.998(-04) 2.985(-04) 1.059(-04) 2.506(-05)
0.9652 0.9725 1.0060 1.5087 2.0000

Results in [22]
2−3 8.434(-04) 2.112(-04) 5.284(-05) 1.321(-05) 3.303(-06) 8.260(-07)
2−4 4.172(-03) 1.047(-03) 2.640(-04) 6.602(-05) 1.650(-05) 4.127(-06)
2−5 1.858(-02) 4.743(-03) 1.190(-03) 2.980(-04) 7.452(-05) 1.864(-05)
2−6 6.074(-02) 1.988(-02) 5.080(-03) 1.275(-03) 3.192(-04) 7.981(-05)
2−7 1.111(-01) 6.451(-02) 2.061(-02) 5.270(-03) 1.323(-03) 3.311(-04)
2−8 1.297(-01) 1.176(-01) 6.658(-02) 2.101(-02) 5.372(-03) 1.349(-03)
2−9 1.310(-01) 1.372(-01) 1.212(-01) 6.766(-02) 2.122(-02) 5.425(-03)

T a b l e 5

MAEs and rate of convergence of Example 4 with various values of ε

ε ↓ N → 25 26 27 28 29

Present method η = δ = 0.5ε

2−3 1.826(-03) 4.086(-04) 1.002(-04) 2.543(-05) 6.246(-06)
1.9982 1.9994 1.9989 2.0000

2−4 4.576(-03) 9.745(-04) 2.165(-04) 5.245(-05) 1.310(-05)
1.9567 1.9988 1.9909 1.0099

2−5 9.233(-03) 2.431(-03) 4.959(-04) 1.104(-04) 2.678(-05)
1.9359 1.9989 1.9846 1.9999

2−6 1.229(-02) 4.704(-03) 1.225(-03) 2.420(-04) 5.598(-05)
1.3855 1.9411 2.0000 1.9994

2−7 1.275(-02) 6.203(-03) 2.374(-03) 6.166(-04) 1.264(-04)
1.0394 1.3856 1.9430 1.9998

2−8 1.275(-02) 6.417(-03) 3.115(-03) 1.192(-03) 3.098(-04)
0.8131 1.0426 1.3858 1.9439

Results in [33]
2−3 8.354(-03) 2.013(-03) 4.986(-04) 1.249(-04) 3.121(-05)
2−4 1.719(-02) 4.378(-03) 1.041(-03) 2.571(-04) 6.429(-05)
2−5 2.517(-02) 8.889(-03) 2.238(-03) 5.290(-04) 1.303(-04)
2−6 3.154(-02) 1.294(-02) 4.516(-03) 1.131(-03) 2.664(-04)
2−7 4.478(-02) 1.622(-02) 6.559(-03) 2.276(-03) 5.686(-04)
2−8 7.878(-02) 2.317(-02) 8.224(-03) 3.301(-03) 1.142(-03)
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T a b l e 6

MAE of Example 4 with ε = 0.1

δ ↓ N → 23 25 27 29

Present method with η = 0.5 ∗ ε
0.00 3.889(-02) 2.576(-03) 1.305(-04) 8.065(-06)
0.05 3.850(-02) 2.527(-03) 1.286(-04) 7.948(-06)
0.09 3.818(-02) 2.489(-03) 1.272(-04) 7.853(-06)

Results in [33]
0.00 9.109(-02) 1.112(-02) 6.382(-04) 4.004(-05)
0.05 9.047(-02) 1.095(-02) 6.306(-04) 3.950(-05)
0.09 8.996(-02) 1.082(-02) 6.244(-04) 3.906(-05)

η ↓ N → 23 25 27 29

Present Method δ = 0.5 ∗ ε
0.00 3.835(-02) 2.502(-03) 1.277(-04) 7.888(-06)
0.05 3.850(-02) 2.527(-03) 1.286(-04) 7.948(-06)
0.09 3.862(-02) 2.548(-03) 1.294(-04) 7.995(-06)

Results in [33]
0.00 9.604(-02) 1.116(-02) 6.458(-04) 3.924(-05)
0.05 9.621(-02) 1.124(-02) 6.494(-04) 3.952(-05)
0.09 9.634(-02) 1.131(-02) 6.522(-04) 3.970(-05)

Figure 1. Numerical solution of Ex. 1 for various values of δ with N=25, ε = 10−1 and η = 0.05

Figure 2. Numerical solution of Ex. 1 for various values of η with N=26, ε = 10−2 and δ=0.05
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Figure 3. Numerical solution of Ex. 2 for various values of δ with N=25, ε = 10−1 and η=0.05

Figure 4. Numerical solution of Ex. 2 for various values of η with N=25, ε = 10−1 and δ=0.05

Figure 5. Numerical solution of Ex. 3 for various values of δ with N=25, ε = 10−1 and η=0.05
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Figure 6. Numerical solution of Ex. 3 for various values of η with N=25, ε = 10−1 and δ=0.05

Figure 7. Numerical solution of Ex. 4 for various values of δ with N=25, ε = 10−1 and η=0.05

Figure 8. Numerical solution of Ex. 4 for various values of η with N=25, ε = 10−1 and δ=0.05

182 Bulletin of the Karaganda University



A Second Order Convergence Method ...

Conclusion

For solving SPDDEs of second order with mixed shifts and boundary layers at the left or right
end of the underlying interval using a non-polynomial cubic spline with fitting factor, a novel finite
difference algorithm is recommended. To illustrate the accuracy and effectiveness of the approach,
four example problems are tested for different values of N and with δ = η = 0.5ε and presented the
numerical results in terms of maximum absolute errors and numerical rates of convergence. Using
MATLAB, the MAEs in the solutions listed in comparison to the method given in [22] in Tables 1, 2, 3
and 4. Tables 5 and 6 give the MAEs in the solution of Example 4 to compare the method given in [33].
The detailed examination of the solution graphs plotted in Figs. 1, 2, 3, 4, 5, 6, 7 and 8 reveals that the
mixed shifts have no significant impact on the boundary layer behaviour of the solution for problems
with boundary layers at the left-end points of the given interval (Figs. 1, 2, 3, and 4), whereas these
parameters affect the solution for problems with boundary layers at the right-end points of the given
interval (Figs. 5, 6, 7, and 8). According to the results, the thickness of the layer increases as the
delay parameter size increases and it decreases as the advance parameter size increases. The proposed
method is simple and can be easily implemented on a computer.
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Approximation of a singular boundary value problem for a linear
differential equation
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This paper addresses the approximation of a bounded (on the entire real axis) solution of a linear ordinary
differential equation, where the matrix approaches zero as t→ ∓∞ and the right-hand side is bounded with
a weight. We construct regular two-point boundary value problems to approximate the original problem,
assuming the matrix and the right-hand side, both weighted, are constant in the limit. An approximation
estimate is provided. The relationship between the well-posedness of the singular boundary value problem
and the well-posedness of an approximating regular problem is established.

Keywords: linear differential equation, bounded solution, singular boundary value problem, approximation,
well-posedness, parameterization method.
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Introduction

In many fields of applied mathematics, systems of ordinary differential equations that involve sin-
gularities or are defined over an infinite interval frequently occur. Numerous studies (see, for example,
[1–8]) have explored the existence of bounded solutions for these types of problems and the approxi-
mation of these solutions.

In the present paper, we consider the differential equation

dx

dt
= A(t)x+ f(t), x ∈ Rn, t ∈ (−∞,∞), (1)

where the matrix function A(t) is continuous on R and ‖A(t)‖ := max
j

n∑
k=1

|ajk(t)| ≤ α(t). We assume

that α(t) > 0 is a continuous function such that

0∫
−∞

α(t)dt =∞, lim
t→−∞

α(t) = 0,

∞∫
0

α(t)dt =∞, lim
t→∞

α(t) = 0.

As is known (see, e.g. [9]), the above assumption implies that equation (1) has a bounded solution
not for any function f(t) continuous and bounded on the whole axis. For this reason, in [10] the
existence and uniqueness of a bounded solution of equation (1) was investigated under the assumption
that f(t) is continuous and bounded with a weight.

We will use the following notation:
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C̃(R,Rn) is the space of continuous and bounded functions x : R → Rn equipped with the norm
‖x‖1 = sup

t∈R
‖x(t)‖;

C̃1/α(R,Rn) is the space of functions f : R→ Rn that are continuous and bounded with the weight
1/α(t), i.e. f(t)/α(t) ∈ C̃(R,Rn), equipped with the norm ‖f‖α = sup

t∈R
‖f(t)/α(t)‖.

Problem 1 is the problem of finding a bounded on the whole axis solution of equation (1) with
f(t) ∈ C̃1/α(R,Rn).

We say that Problem 1 is well-posed with constant K if it has a unique solution x(t) ∈ C̃(R,Rn)
for any f(t) ∈ C̃α(R,Rn), and

‖x‖1 ≤ K‖f‖α,

where K is a constant independent of f(t).
In [10], Problem 1 was studied by the parameterization method [11] with nonuniform partition

R =
∞⋃

s=−∞
[ts−1, ts). For a fixed number θ > 0, the partition points ts ∈ R, s ∈ Z, are determined as

t0 = 0,

ts∫
ts−1

α(t)dt = θ.

Let h̃(θ) denote a bilaterally infinite sequence of partition step sizes hs(θ) = ts − ts−1, s ∈ Z, i.e.
h̃(θ) = (. . . , hs(θ), hs+1(θ), . . .). We will use the following spaces:

mn is the space of bilaterally infinite sequences of λs ∈ Rn equipped with the norm

‖λ‖2 = ‖(. . . , λs, λs+1, . . .)‖2 = sup
s
‖λs‖, s ∈ Z;

L(mn) is the space of bounded linear operators mapping mn to itself, equipped with the induced
norm;

mn(h̃(θ)) is the space of bounded bilaterally infinite sequences of functions xs(t), each of which is
continuous and bounded on its domain [ts−1, ts), equipped with the norm

‖x[t]‖3 = ‖(. . . , xs(t), xs+1(t), . . .)‖3 = sup
s

sup
t∈[ts−1,ts)

‖xs(t)‖, s ∈ Z.

Well-posedness criteria for Problem 1 were obtained in [10] in terms of a bilaterally infinite block-
diagonal matrix Q

ν,h̃(θ)
: mn → mn of the form

Q
ν,h̃(θ)

=

∥∥∥∥∥∥∥∥
. . . . . . . . . . . . . . . . . . . . .
. . . 0 I +Dν,s(hs(θ)) −I 0 0 . . .
. . . 0 0 I +Dν,s+1(hs+1(θ)) −I 0 . . .
. . . . . . . . . . . . . . . . . . . . .

∥∥∥∥∥∥∥∥ ,

where Dν,s(hs(θ)) =
ts∫

ts−1

A(τ1)dτ1+ . . .+
ts∫

ts−1

A(τ1) . . .
τν−1∫
ts−1

A(τν)dτν . . . dτ1, s ∈ Z, and I is the identity

matrix of order n.

1 Statement of the problem of approximation. A criterion for the well-posedness of Problem 1

In this paper we consider the issue of approximation of Problem 1 by regular two-point boundary
value problems. For this purpose, we pose the following problem.
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Problem 2. For a given ε > 0 find numbers T1, T2 > 0, real n × n matrices B, C, and vector
d ∈ Rn, such that a solution xT1,T2(t) of the two-point boundary value problem

dx

dt
= A(t)x+ f(t), t ∈ (−T1, T2), (2)

Bx(−T1) + Cx(T2) = d (3)

satisfies the inequality
max

t∈[−T1,T2]
||xT1,T2(t)− x∗(t)|| < ε,

where x∗(t) is a solution of Problem 1.
Problem 2 is considered under the following assumptions.

Assumption 1. lim
t→∓∞

A(t)
α(t) = A(∓), and Re ξ∓j 6= 0, where ξ∓j are the eigenvalues of the matrices

A(∓), j = 1, 2, . . . , n.

Assumption 2. lim
t→∓∞

f(t)
α(t) = f(∓).

We introduce the following functions:

δ−1 (T ) := sup
t∈(−∞,−T ]

∥∥∥∥A(t)α(t)
−A(−)

∥∥∥∥ , δ+1 (T ) := sup
t∈[T,∞)

∥∥∥∥A(t)α(t)
−A(+)

∥∥∥∥ ,
δ−2 (T ) := sup

t∈(−∞,−T ]

∥∥∥∥f(t)α(t)
− f(−)

∥∥∥∥ , δ+2 (T ) := sup
t∈[T,∞)

∥∥∥∥f(t)α(t)
− f(+)

∥∥∥∥ .
Obviously, δ∓r (T )→ 0 as T →∞, r = 1, 2.

There exist nonsingular real n × n matrices S(∓) that transform the matrices A(∓) into the real
Jordan canonical form [12]

Ã(∓) = S(∓)A(∓)S
−1
(∓) =

∥∥∥∥ A∓11 0
0 A∓22

∥∥∥∥ , (4)

where A∓11 and A∓22 consist of generalized Jordan blocks associated with the eigenvalues of A(∓) that
have negative and positive real parts, the numbers of which we denote by n∓1 and n∓2 , respectively. We
form the n× n matrices

P1 =

∥∥∥∥ In1 0
0 0

∥∥∥∥ , P2 =

∥∥∥∥ 0 0
0 In2

∥∥∥∥ ,
where Inr are the identity matrices of orders nr, r = 1, 2.

The following statement establishes the interrelation between the well-posedness of Problem 1 and
that of a two-point boundary value problem.

Theorem 1. Under Assumption 1, Problem 1 is well-posed if and only if:
(i) n−1 = n+1 = n1 and n−2 = n+2 = n2;
(ii) there exist T 1

0 , T 2
0 > 0 such that for any T1 > T 1

0 , T2 > T 2
0 the boundary value problem (2), (3)

with B = −P1S(−) and C = P2S(+), is well-posed with a constant K1 independent of T1, T2.

Proof. Necessity. Let Assumption 1 be fulfilled and let Problem 1 be well-posed. Then, by
Theorem 3 [10], there exist θ0 > 0 such that the matrix Q

1,h̃(θ)
has an inverse for all θ ∈ (0, θ0],

and the estimate ‖Q−1
1,h̃(θ)

‖L(mn) ≤ γ/θ holds, where γ is a constant independent of h̃(θ). For a fixed
θ > 0 we choose T1 and T2, so that t−N1 = −T1 and tN2 = T2, and construct the matrix Q

1,h̃(θ)
.

In this matrix we then replace A(t) by α(t)A(−) in the block rows numbered −N1,−N1 − 1, . . . , and
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by α(t)A(+) in the block rows numbered N2, N2 + 1, . . . , and denote the resulting matrix by Qθ,T1,T2 .
Assumption 1 implies that ‖Q

1,h̃(θ)
−Qθ,T1,T2‖L(mn) ≤ max{δ−1 (T1), δ

+
1 (T2 − hN (θ))}θ. Hence, by the

theorem on small perturbations of boundedly invertible linear operators, if we choose T 1
0 , T 2

0 satisfying
γmax{δ−1 (T 1

0 ), δ
+
1 (T

2
0 − hN (θ))} ≤ 1/2, we obtain that the matrix Qθ,T1,T2 : mn → mn has an inverse

for all T1 ≥ T 1
0 and T2 ≥ T 2

0 , and the estimate

‖Q−1θ,T1,T2‖L(mn) ≤
γT1,T2
θ
≤ 2γ

θ

holds. Here γT1,T2 =
γ

1− γmax{δ−1 (T1), δ
+
1 (T2)}

→ γ as T1 →∞, T2 →∞.

We form a bilaterally infinite matrix D = diag(dss), where dss = S(−) for s = 0,−1,−2, . . . , and
dss = S(+) for s = 1, 2, . . . . The matrix Q̃θ,T1,T2 = DQθ,T1,T2D

−1 has a bounded inverse and

‖Q̃−1θ,T1,T2‖L(mn) ≤ ‖D
−1‖L(mn)‖Q

−1
θ,T1,T2

‖L(mn)‖D‖L(mn) ≤ ζ1γT1,T2ζ2/θ.

Here ζ1 = ‖D−1‖L(mn) = max
(
‖S−1(−)‖, ‖S

−1
(+)‖

)
and ζ2 = ‖D‖L(mn) = max

(
‖S(−)‖, ‖S(+)‖

)
. In the

matrix Q̃θ,T1,T2 the block rows numbered s : s ≤ −N1, s ≥ N2, are of the form∥∥∥∥ . . . 0 I +

∥∥∥∥ A∓11 0
0 A∓22

∥∥∥∥ θ − I 0 . . .

∥∥∥∥ .
Rearranging the blocks in Q̃θ,T1,T2 , we obtain the matrix

Mθ,T1,T2 =

∥∥∥∥∥∥∥∥∥∥
M11(θ) 0 0 0 0

0 M22(θ) M23(θ) 0 0
M31(θ) 0 M33(θ) 0 M35(θ)

0 0 M43(θ) M44(θ) 0
0 0 0 0 M55(θ)

∥∥∥∥∥∥∥∥∥∥
.

The one-sided infinite matrices Mkk(θ), k = 1, 2, 4, 5, are of the form

M11(θ) =

∥∥∥∥∥∥∥
. . . . . . . . . . . . . . .
. . . 0 In−

1
+A−11θ −In−

1
0

. . . 0 0 In−
1
+A−11θ −In−

1

∥∥∥∥∥∥∥ ,

M22(θ) =

∥∥∥∥∥∥∥∥∥
. . . . . . . . . . . . . . .
. . . 0 In−

2
+A−22θ −In−

2
0

. . . 0 0 In−
2
+A−22θ −In−

2

. . . 0 0 0 In−
2
+A−22θ

∥∥∥∥∥∥∥∥∥ ,

M44(θ) =

∥∥∥∥∥∥∥∥∥
−In+

1
0 0 0 . . .

In+
1
+A+

11θ −In+
1

0 0 . . .

0 In+
1
+A+

11θ −In+
1

0 . . .

. . . . . . . . . . . . . . .

∥∥∥∥∥∥∥∥∥ ,

M55(θ) =

∥∥∥∥∥∥∥
In+

2
+A+

22θ −In+
2

0 0 . . .

0 In+
2
+A+

22θ −In+
2

0 . . .

. . . . . . . . . . . . . . .

∥∥∥∥∥∥∥ .
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The matrix M33(θ) of dimension [(N1 +N2 − 1)n+ n−1 + n+2 ]× (N1 +N2)n is of the form

M33(θ) =

∥∥∥∥∥∥∥∥∥∥∥

−P (−)
1 0 0 . . . 0 0 0

I + Ã−N1+1(θ) −I 0 . . . 0 0 0
. . . . . . . . . . . . . . . . . . . . .

0 0 0 . . . I + ÃN2−1(θ) −I
0 0 0 . . . 0 0 P

(+)
2 (I + Ã(+)θ)

∥∥∥∥∥∥∥∥∥∥∥
,

where P (−)
1 = (In−

1
, 0) is a matrix of dimension, n−1 × n, P

(+)
2 = (0, In+

2
) is a matrix of dimension

n+2 × n,

Ãp(θ) =


S(−)

tp∫
tp−1

A(t)dtS−1(−), p = −N1 + 1,−N1 + 2, . . . , 1, 0,

S(+)

tp∫
tp−1

A(t)dtS−1(+), p = 1, 2, . . . , N2 − 1.

In the block row of M33(θ) corresponding to p = 0, the term −I is replaced by −S(−)S−1(+).
The off-diagonal nonzero blocks of the matrix Mθ,T1,T2 satisfy the relations

‖M31(θ)‖ = ‖In−
1
+A−11θ‖, ‖M23(θ)‖ = 1, ‖M43(θ)‖ = ‖In+

1
+A+

11θ‖, ‖M35(θ)‖ = 1.

Due to the invertibility of Q̃θ,T1,T2 , the matrix Mθ,T1,T2 is also invertible, and its inverse satisfies
the estimate

‖M−1θ,T1,T2‖L(mn) = ‖Q̃
−1
θ,T1,T2

‖L(mn) ≤
ζ1γT1,T2ζ2

θ
=
γ̃T1,T2
θ

.

Following the proof scheme in [13], we establish the invertibility of the matrices Mkk(θ), k = 1, 5,
and the estimates

‖[Mkk(θ)]
−1‖ ≤

[
max
r=1,2

(
‖Sr,∓‖, ‖S−1r,∓‖

)]2 2

ξθ
=
β

θ
, k = 1, 2, 4, 5, (5)

‖[M33(θ)]
−1‖ ≤

γ̃T1,T2
θ

. (6)

Here ξ = min
{
|Re ξ∓j |, j = 1, 2, . . . , n

}
and Sr,∓ (r = 1, 2) are nonsingular complex matrices of or-

der n∓r reducing A∓rr to Jordan form with the eigenvalues on the diagonal and ξ/4 or zeros on the
superdiagonal.

Since the matrixM33(θ) of dimension [(N1+N2−1)n+n−1 +n
+
2 ]×(N1+N2)n is invertible, it follows

that n−1 +n+2 = n. In view of the structure of the matrices Ã(∓), we also have n−1 +n−2 = n+1 +n+2 = n.
Hence, n−1 = n+1 = n1, n−2 = n+2 = n2.

By rearranging of terms in the matrix M33(θ), we obtain the invertible matrix

N33(θ) =

∥∥∥∥∥∥∥∥∥
−P1 0 0 . . . 0 0 P2(I + Ã(+)θ)

I + Ã−N1+1(θ) −I 0 . . . 0 0 0
. . . . . . . . . . . . . . . . . . . . .

0 0 0 . . . 0 I + ÃN2−1(θ) −I

∥∥∥∥∥∥∥∥∥ ,
inverse of which, by (6), satisfies the estimate

‖[N33(θ)]
−1‖ = ‖[M33(θ)]

−1‖ ≤
γ̃T1,T2
θ
≤ 2γ̃

θ
.
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Let DN1,N2 denote the block diagonal matrix consisting of blocks D numbered s = −N1,−N1 + 1,
. . . , N2− 2, N2− 1. By premultiplying each but the first block row of N33(θ)DN1,N2 with S−1(−) or S

−1
(+),

respectively, we obtain the matrix V1(θ). Its inverse satisfies the estimate

‖[V1(θ)]−1‖ ≤ max(1, ζ1)ζ2‖[N33(θ)]
−1‖ ≤ 2γ̃max(1, ζ1)ζ2

θ
=
γ1
θ
,

where γ1 is independent of T1 and T2. Hence, by following the proof scheme of Theorem 3 in [13]
and considering the specifics of our partitioning, it can be shown that for all T1 ≥ T 1

0 and T2 ≥ T 2
0 ,

the two-point boundary value problem (2), (3) with B = −P1S(−) and C = P2S(+) is well-posed with
constant K1 independent of T1 and T2.

Sufficiency. Let conditions (i) and (ii) be fulfilled and let Q̃1(θ) denote the matrix N33(θ) with the
first block row scaled by θ > 0. Then, adapting Theorem 3 in [13] to our partitioning, we obtain that
for any ε > 0 there exists θ1 = θ1(ε) > 0 such that the matrix Q̃1(θ) is invertible for all θ ∈ (0, θ1], and

‖[Q̃1(θ)]
−1‖ ≤ (1 + ε)ζ1ζ2K1

θ
≤ (1 + ε)K1

θ
. (7)

The invertibility of Q̃1(θ) implies that of M33(θ). Taking into account the bounded invertibility of
the matrices Mkk(θ), k = 1, 2, 4, 5, and the structure of the matrix Mθ,T1,T2 , we obtain that the last
one has a bounded inverse. Let us show that

‖M−1θ,T1,T2‖L(mn) ≤
γ̃

θ
, (8)

where γ̃ is constant independent of θ. To this end, we consider the equation

Mθ,T1,T2µ = b, µ, b ∈ mn, (9)

which can be rewritten as the system

M11(θ)µ
(1) = b(1),

M22(θ)µ
(2) +M23(θ)µ

(3) = b(2), (10)

M31(θ)µ
(1) +M33(θ)µ

(3) +M35(θ)µ
(5) = b(3), (11)

M43(θ)µ
(3) +M44(θ)µ

(4) = b(4), (12)

M55(θ)µ
(5) = b(5).

Here µ = (µ(1), µ(2), µ(3), µ(4), µ(5)) and b = (b(1), b(2), b(3), b(4), b(5)).

The bounded invertibility of M11(θ), M55(θ) and estimate (5) imply the existence of
µ(1) = [M11(θ)]

−1b(1) and µ(5) = [M55(θ)]
−1b(5), as well as the estimates

‖µ(1)‖ ≤ β

θ
‖b(1)‖, ‖µ(5)‖ ≤ β

θ
‖b(5)‖. (13)

Let us now multiply by θ the first (from the bottom) block row in equation (10), the first (of
dimension n1) and the last (of dimension n2) block rows in (11), and the first (from the top) block row
in (12). We denote the matrices transformed in this way by M22,θ, M23,θ, M31,θ, M33,θ, M35,θ, M43,θ,

M44,θ, the vectors by b
(2)
θ , b

(3)
θ , b

(4)
θ and the equations by (10)′, (11)′ and (12)′. Substituting the obtained
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sequences µ(1) and µ(5) into (11)′, we determine µ(3). Taking into account ‖M−133,θ‖ = ‖[Q̃1(θ)]
−1‖ and

estimate (7), we obtain

‖µ(3)‖ = ‖M−133,θ

{
b
(3)
θ −M31,θ[M11(θ)]

−1b(1) −M35,θ[M55(θ)]
−1b(5)

}
‖ ≤

≤ (1 + ε)K̃1

θ

[
‖b(3)θ ‖+ (1 + ζθ)β‖b(1)‖+ β‖b(5)‖

]
≤ (1 + ε)K̃1

θ
[1 + (2 + ζθ)β] max

k=1,3,5
‖b(k)‖,

(14)
where ζ = [max(ζ1, ζ2)]

2. The one-sided infinite matrices M22,θ and M44,θ have bounded inverses, and

‖M−122,θ‖ ≤ β
ξ

2
max

(
2

ξ
, 1

)
1

θ
, ‖M−144,θ‖ ≤ β

ξ

2
max

(
2

ξ
, 1

)
1

θ
.

Substituting µ(3) into (10) and (12), we determine µ(2) and µ(4) and obtain the estimates

‖µ(2)‖ ≤ β ξ

2θ
max

(
2

ξ
, 1

)
(‖b(2)θ ‖+ θ‖µ(3)‖) ≤

≤ β ξ

2θ
max

(
2

ξ
, 1

)
{1 + (1 + ε)K̃1[1 + (2 + ζθ)β]} max

k=1,2,3,5
‖b(k)‖,

(15)

‖µ(4)‖ ≤ β ξ

2θ
max

(
2

ξ
, 1

)
(‖b(4)θ ‖+ (1 + ζθ)θ‖µ(3)‖) ≤

≤ β ξ

2θ
max

(
2

ξ
, 1

)
{1 + (1 + ε)K̃1(1 + ζθ)[1 + (2 + ζθ)β]} max

k=2,3,4,5
‖b(k)‖.

(16)

Thus, for any b ∈ mn equation (9) has a unique solution µ ∈ mn, and, by (13)–(16), the estimate

‖µ‖2 ≤
K

θ
‖b‖2

holds, where

K = max{β, (1 + ε)K̃1[1 + (2 + ζθ)β], (βξ/2)max(2/ξ, 1)[1 + (1 + ε)K̃1](1 + 2β + ζβθ)]}.

Hence, for any ε1 > 0 choosing θ2 = θ2(ε1) > 0 small enough, we obtain that estimate (8) with
γ̃ = K̃ + ε1 = (βξ/2)max(2/ξ, 1)[1 + K̃1(1 + 2β)] + ε1 is valid for all θ ∈ (0, θ2]. Under condition (ii)
the constant K1 does not depend of T1 and T2, as well as the constant γ̃ = K̃ + ε1. Thus, taking into
account the estimates

‖Q̃1,θ − Q̃θ,T1,T2‖L(mn) ≤ δ1(T1, T2 − hN (θ2))θ, ‖Q̃−1θ,T1,T2‖L(mn) = ‖M
−1
θ,T1,T2

‖L(mn) ≤
K̃ + ε1
θ

,

and choosing T 1
0 and T 2

0 such that (K̃+ε1)ζδ1(T
1
0 , T

2
0 −hN (θ2)) ≤ 1/2, we obtain that Q̃1,θ is invertible

and ‖Q̃−11,θ‖L(mn) ≤ 2γ̃/θ. It follows then that

‖Q̃1,θ‖L(mn) ≤ ‖D
−1‖L(mn)‖Q̃

−1
1,θ‖L(mn)‖D‖L(mn) ≤ 2ζγ̃/θ.

Thus, by Theorem 3 in [10], Problem 1 is well-posed for ν = 1. This finishes the proof.

Application of Theorem 1 allows one to obtain effective well-posedness criteria for Problem 1. But
condition (ii) somewhat narrows the scope of application, since it becomes necessary to check the
well-posedness of the two-point boundary value problem for all T1 and T2. However, if we repeat
the proof of the sufficiency part of Theorem 1 setting T 0

1 = T 1
0 , T 0

2 = T 2
0 and using the introduced

numbers β, ξ, ζ, and then pass in the right part of the inequality to the limit, we establish the following
statement.
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Theorem 2. Let Assumption 1 hold and the following conditions be met:
(i) n−1 = n+1 = n1 and n−2 = n+2 = n2;
(ii) there exist T 0

1 , T
0
2 > 0 such that the boundary value problem

dx

dt
= A(t)x+ f(t), t ∈ (−T 0

1 , T
0
2 ), (17)

− P1S(−)x(−T 0
1 ) + P2S(+)x(T

0
2 ) = d (18)

is well-posed with a constant K1 satisfying the inequality K̃ζδ1(T 0
1 , T

0
2 ) < 1 with

K̃ = (βξ/2)max(2/ξ, 1)[1 + (1 + 2β)K1ζ].

Then Problem 1 is well-posed with the constant K = K̃ζ/[1− K̃ζδ1(T 0
1 , T

0
2 )].

2 An approximating regular boundary value problem and the estimate for the approximation

The following theorem provides an approximating two-point boundary value problem and the esti-
mate for the approximation.

Theorem 3. Under Assumptions 1 and 2, let Problem 1 be well-posed with constant K. Then for all
T1 ≥ T 1

0 and T2 ≥ T 2
0 , where T 1

0 , T
2
0 > 0 are some constants determined byKmax(δ−1 (T

1
0 ), δ

+
1 (T

2
0 )) < 1,

the boundary value problem

dx

dt
= A(t)x+ f(t), t ∈ (−T1, T2), (19)

P1S(−)A(−)x(−T1) + P2S(+)A(+)x(T2) = −P1S(−)f(−) − P2S(+)f(+) (20)

has a unique solution xT1,T2(t), and

max
t∈[−T1,T2]

‖xT1,T2(t)− x∗(t)‖ ≤

≤ K

1−Kmax(δ−1 (T1), δ
+
1 (T2))

[K‖f‖αmax(δ−1 (T1), δ
+
1 (T2)) + max(δ−2 (T1), δ

+
2 (T2))],

(21)

where x∗(t) is the solution of Problem 1.

Proof. We choose θ > 0 and, applying the parameterization method, obtain that the solution
(λ∗, u∗(t)) ∈ mn×mn(h̃(θ)) of the boundary value problem with parameter (2)–(5) in [10] satisfies the
equation I + ts∫

ts−1

A(t)dt

λ∗s + λ∗s+1 = −
ts∫

ts−1

f(t)dt−
ts∫

ts−1

A(t)u∗s(t)dt, s ∈ Z. (22)

By Theorem 3 in [10], for any ε > 0 there exists θ = θ(ε), such that the estimate
‖Q−1

1,h̃(θ)
‖L(mn) ≤

(1+ε)K
θ holds for all θ ∈ (0, θ], and, in addition,

∥∥∥∥∥∥∥
ts∫

ts−1

A(t)u∗s(t)dt

∥∥∥∥∥∥∥ ≤ cθ2, s ∈ Z,
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where c = [1 + (1 + ε)K]eθ‖f‖α, then the last term in (22) can be neglected for θ small enough. Let
us separate the system (22) into three parts. Replacing A(t), f(t) by α(t)A(−), α(t)f(−) for s : s ≤ N1,
and by α(t)A(+), α(t)f(+) for s : s ≥ N2, we obtain

(I +A(−)θ)λr1 − λr1+1 = −f(−)θ, r1 = −N1,−N1 − 1, . . . , (23)I + tr2∫
tr2−1

A(t)dt

λr2 + λr2+1 = −

tr2∫
tr2−1

f(t)dt, r2 = −N1 + 1, . . . , N2 − 1, (24)

(I +A(+)θ)λr3 − λr3+1 = −f(+)θ, r3 = N2, N2 + 1, . . . (25)

We rewrite this system in the form
Qθ,T1,T2λ = −Fθ,T1,T2 . (26)

If we choose ε > 0 to satisfy the inequality, then, by the theorem on small perturbations of
boundedly invertible operators, it follows that the matrix Qθ,T1,T2 is invertible, and its inverse satisfies
the estimate

‖Q−1θ,T1,T2‖L(mn) ≤
(1 + ε)K

[1− (1 + ε)Kmax(δ−1 (T1), δ
+
1 (T2))]θ

. (27)

Hence, by Assumptions 1 and 2, we obtain the estimate for the difference between λ∗ and the
solution λT1,T2 of equation (26):

‖λT1,T2 − λ∗‖2 ≤ ‖Q−1θ,T1,T2‖L(mn)‖Fθ,T1,T2 − F1(h̃(θ)) + [F1(h̃(θ)) +Qθ,T1,T2λ
∗]‖2 =

= ‖Q−1θ,T1,T2‖L(mn)‖Fθ,T1,T2 − F1(h̃(θ)) + [Q
1,h̃(θ))

λ∗ +G1(u
∗, h̃(θ))−Qθ,T1,T2λ∗]‖2 ≤

≤ (1 + ε)K[max(δ−2 (T1), δ
+
2 (T2)) +K‖f‖αmax(δ−1 (T1), δ

+
1 (T2)) + cθ]

1− (1 + ε)Kmax(δ−1 (T1), δ
+
1 (T2))

.

(28)
The components of λT1,T2 numbered with s : s ≤ N1 and s ≥ N2 satisfy equations (23) and (25),

respectively. Hence, the corresponding components of the vector µT1,T2 = DλT1,T2 solve the equations

(I + Ã(−)θ)µr1 − µr1+1 = −S(−)f(−)θ, r1 = −N1,−N1 − 1, . . . ,

(I + Ã(+)θ)µr3 − µr3+1 = −S(+)f(+)θ, r3 = N2, N2 + 1, . . .

Then, taking into account the decomposibility of the matrices Ã(−) and Ã(+), we obtain that
P

(−)
1 µr1 and P (+)

2 µr3 satisfy the equations

(In−
1
+A−11θ)P

(−)
1 µr1 − P

(−)
1 µr1+1 = −P (−)

1 S(−)f(−)θ, (29)

(In+
2
+A+

22θ)P
(+)
2 µr3 − P

(+)
2 µr3+1 = −P (+)

2 S(+)f(+)θ. (30)

In the proof of Theorem 1 it was shown that the matricesM11(θ) andM55(θ) have bounded inverses.
Thus, the one-sided infinite systems (29) and (30) have the unique solutions

P
(−)
1 µ−N1+1 = P

(−)
1 µ−N1+2 = . . . = −[A−11]

−1P
(−)
1 S(−)f(−),

P
(+)
2 µN2 = P

(+)
2 µN2+1 = . . . = −[A+

22]
−1P

(+)
2 S(+)f(+).
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Returning to the variable λ, we obtain

A−11P
(−)
1 S(−)λ−N1+1 = −P (−)

1 S(−)f(−), A+
22P

(+)
2 S(+)λN2 = −P (+)

2 S(+)f(+).

Then, in view of (4), we have

A−11P
(−)
1 S(−)λ−N1+1 =P

(−)
1 Ã(−)S(−)λ−N1+1 = P

(−)
1 S(−)A(−)S

−1
(−)S(−)λ−N1+1

=P
(−)
1 S(−)A(−)λ−N1+1 = −P (−)

1 S(−)f(−),

P
(+)
2 S(+)A(+)λN2 =− P (+)

2 S(+)f(+).

These equations together with (24) constitute a closed system in parameters λ−N1+1, λ−N1+2, . . .,
λN2−1, λN2 . If estimate (27) holds, the boundary value problem (17), (18) is well-posed for all T1 ≥ T 1

0 ,

T2 ≥ T 2
0 . Taking into account that (18) multiplied by

∥∥∥∥ −A−11 0
0 A+

22

∥∥∥∥ yields the left-hand side of the

boundary condition (20), we obtain that problem (19), (20) is well-posed for all T1 ≥ T 1
0 , T2 ≥ T 2

0 .

Let xT1,T2 be a solution of problem (19), (20), and let [λT1,T2 ]N1,N2 be the vector composed of those
components of λT1,T2 ∈ mn that are numbered s = −N1 + 1,−N1 + 2, . . . , N2 − 1, N2. Since

max
s

sup
t∈[ts−1,ts)

‖xT1,T2 − [λT1,T2 ]N1,N2‖ ≤ c1θ,

where c1 is a constant independent of θ, we obtain, in view of (28), the following estimate:

max
t∈[−T1,T2]

‖xT1,T2(t)− x∗(t)‖ ≤ ‖[λT1,T2 ]N1,N2 − [λ∗]N1,N2‖+ (c+ c1)θ ≤

≤ (1 + ε)K[K‖f‖αmax(δ−1 (T1), δ
+
1 (T2)) + max(δ−2 (T1), δ

+
2 (T2)) + cθ]

1− (1 + ε)Kmax(δ−1 (T1), δ
+
1 (T2))

+ (c+ c1)θ.

Passing to the limit as θ → 0, we obtain (21). Theorem 3 is proved.

Conclusion

By approximating Problem 1 with a two-point boundary value problem and utilizing well-known
results, we developed an approximate method for finding the bounded solution. The form of matrices
P1 and P2 indicates that the approximating problem involves separated boundary conditions. Theorem
2 allows one to establish the well-posedness of the singular boundary value problem (Problem 1) using
the well-posedness constant K1 of the two-point boundary value problem, the eigenvalues ξ∓j of the
limit matrices A∓, and the nonsingular matrices S(∓). This approach provides a robust framework for
addressing similar singular problems.
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Normal Jonsson theories and their Kaiser classes
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We present results concerning new notion connected with the study of Jonsson theories. The new notion is
a Kaiser class of models for arbitrary Jonsson theories. All results are obtained within the framework of the
normality of the considered Jonsson theory. Additionally, we describe the properties of lattices formed by
perfect fragments of a fixed Jonsson theory and their relationship with the #-companion of these fragments.
The results we obtained are the model-theoretic properties of the #-companion of a normal perfect Jonsson
fragment. Furthermore, we establish necessary and sufficient conditions for a normal Jonsson theory to be
perfect, expressed in terms of the lattices of existential formulas.

Keywords: Jonsson theory, semantic model, Jonsson set, almost Jonsson set, normality.
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Introduction

This article investigates the model-theoretic properties of certain subsets within the semantic model
of a fixed normal Jonsson theory. In particular, it considers regular almost Jonsson sets as such subsets.
Previously, in [1] introduced the notions of normality for Jonsson theories and the concept of an almost
Jonsson set. The notion of regularity is a natural requirement for definable sets, which are Jonsson
sets. The formula that defines the Jonsson set for a more convenient study must satisfy certain well-
established properties in a model theoretical sense. In this case, the axiomatic formulation of the
regularity property is considered as a set defined by a formula that has Morley rank. Moreover, all
this is determined within the framework of the study of Jonsson theories regarding the Morley rank,
previously it was defined in the work [2]. In addition, it should be noted that the main results of
this article are related to previous results from the works [1, 3, 4]. Since the Jonsson theories are
not, generally speaking, complete theories, in the general case we do not have the opportunity to
consider the Lindenbaum–Tarski Boolean algebra of formulas and its corresponding Stone space of
types. Therefore, just as in [3, 4] we consider the lattice of existential formulas and the corresponding
existential types for which the results are obtained in the framework of the study of almost Jonsson
sets. The most important difference and innovation in this work from the previous studies in [3, 4] is
the application of double factorization to the class of cosemanticness under consideration. The main
novelty in this article is the transition from fragments obtained by closing Jonsson sets to fragments
obtained by closing almost Jonsson sets. In the future, the class of models whose Kaiser hull forms
the Jonsson theory will be called the Kaiser class of models of the considered Jonsson theory. Thus,
almost Jonsson sets distinguish a special class of models among the class of all models of the considered
Jonsson theory.
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1 Necessary information related to the study of the Jonsson theories

In order to understand the content and nuances of our next consideration we have to recall the
main definitions and statements which are connected with definitions from [1]. Throughout this article,
we will deal with a countable first-order language and all the considered theories will be countable,
respectively.

The central concept of this article is the notion of a Jonsson theory.

Definition 1. [5; 80] A theory T is defined as a Jonsson theory if it satisfies the following conditions:
(i) T has infinite models;
(ii) T is an inductive theory (such that, ∀∃-axiomatizable);
(iii) T has the joint embedding property (JEP);
(iv) T has the amalgam property (AP).

The technique reflecting its essence and application in the study of various concepts related to the
Jonsson theories is described in the following works: [6–19].

Remark 1. We will always work within the framework of a pregeometry [20], which is defined by
the closure operator cl on the set of all subsets of the semantic model of the given Jonsson theory.

The most important type of considered models in the framework of studying Jonsson theories is a
class of its existentially closed models. Let us recall this important definition.

Definition 2. [5; 105] Let M be a structure and N be an extension of M . We say that M is
existentially closed in N if for any tuple ā from M and any quantifier-free formula f(x̄, ȳ) in the
language of M , the following holds: if N ` (∃ȳ)f(ā, ȳ), then M ` (∃ȳ)f(ā, ȳ).

One of the syntactic invariants of a Jonsson theory is its center.

Definition 3. [20] The center T ∗ of a Jonsson theory T is the elementary theory of its semantic
model C, i.e., T ∗ = Th(C).

Definition 4. [5; 156] Let T be an arbitrary theory of the language L. We say that T ′ is a model
companion of T , if the following conditions hold:

(i) T ′∀ = T∀ (i.e. T and T ′ are mutually model-consistent, meaning any model of T can be embedded
into a model of T ′ and vice versa),

(ii) T ′ is model complete.

The concept of a model companion is well-known and useful in the study of Jonsson theories. The
following notion generalizes this concept.

Definition 5. [5; 158] Let T be an arbitrary theory. A #-companion T# of T is a theory in the
same signature that satisfies the following conditions:

(i) (T#)∀ = T∀;
(ii) if T∀ = T ′∀, then T

# = (T ′)#;
(iii) T∀∃ ⊆ T#.

The concept of model completeness is closely connected to the notion of mutual model consistence
for the theory under consideration. It is evident that the model companion is a T#-companion of
theory T .

Remark 2. When we say that T ′∀ = T∀, we mean precisely that:
(i) any model of theory T is a substructure of a model of T ′;
(ii) any model of theory T ′ is a substructure of a model of T .

It is clear that T ′ is a model companion of T if and only if T ′ is a model companion of T∀.
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Proposition 1. [5; 159] Let T be an arbitrary theory.
(i) T has a model companion if and only if the class of existentially closed models of T∀ is an

elementary class.
(ii) If a model companion of T exists, it is unique and is corresponds to the theory of existentially

closed models of T∀.

In addition to the model companion, other companions are well-known in the study of Jonsson theo-
ries, such as the forcing companion, the existentially closed companion, and the Kaiser hull. Moreover,
the Kaiser hull is closely connected to the companion that characterizes the class of existentially closed
models of the theory being studied, as well as to the companion that defines the class of generic models
when studying the forcing companion of the given theory.

It is well-known that the natural interpretations of the companion T# include T ∗, T f , TM , and
T l, where:

(i) T ∗ is the center of the Jonsson theory T ;
(ii) T f is the forcing companion of the Jonsson theory T ;
(iii) TM is the model companion of the theory T ;
(iv) T e = Th(ET ), where ET denotes the class of existentially closed models of the theory T .
It is important to note that if ET represents the class of T -existentially closed models of an inductive

theory T , then ET is always non-empty [20].
A. Robinson introduced the concepts of finite forcing and the forcing #-companion in Model

Theory [21]. In [21], it is demonstrated that a theory in a countable language that satisfies the
Joint Embedding Property (JEP ) has a forcing #-companion that is complete.

The following theorem establishes that any Jonsson theory T always has a forcing companion,
which is a complete theory.

Theorem 1. [5; 162]
(i) T# is a #-companion of T .
(ii) T# is complete if and only if T satisfies JEP .

Consequently, the simultaneous existence of all interpretations of the #-companion is closely related
to the existence of a model companion.

In the study of Jonsson theories, the class of perfect Jonsson theories holds a significant role.

Definition 6. [20] A Jonsson theory T is said to be perfect if every its semantic model is an
ω+-saturated model of T ∗.

It turns out that the semantic model of the Jonsson theory under consideration is existentially
closed.

Lemma 1. [20] The semantic model CT of a Jonsson theory T is T -existentially closed.

The following theorem provides a criterion for perfectness:

Theorem 2. (Criterion of Perfectness). [20] Let T be an arbitrary Jonsson theory. Then the
following conditions are equivalent:

(i) the theory T is perfect;
(ii) the theory T ∗ is a model companion of theory T .

In the case of a completely Jonsson theory, the concept of a companion coincides with the center
of the theory for any type of companion.

Corollary 1. For a perfect Jonsson theory T , the #-companion coincides with the center of T .

Before studying the concepts of fragments of the theory under consideration, it is important to
note that the definability of a set in models means that the set is a solution to some formula in the
first-order language of the given signature.
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Definition 7. [4] A set A is called A-definable if it can be defined by some formula in the language L.
A set A is said to be Jonsson in the theory T if it satisfies the following conditions:

(i) A is a definable subset of M ;
(ii) cl(A) is a carrier of some existentially closed submodel M , where cl(A) is the set of all

A-definable elements a ∈ A such that, for some formula ϕ(x) ∈ L(A), it holds that ϕ(M) = {a}.
Let A be a Jonsson set in the theory T , and let N be an existentially closed submodel of a semantic

model M of the considered Jonsson theory T , where cl(A) = N .
We denote by Th∀∃(N) the sets of all ∀∃-sentences in the language that are true in the model N .
The following concept is simply a Jonsson theory obtained by closing a definable subset that is

Jonsson.

Definition 8. [4] The fragment Fr(X) of the Jonsson set X is a Jonsson theory obtained as a
∀∃-sentences true in the model N which is a closure of this set, i.e. Fr(X) = Th∀∃(N).

Furthermore, we will use the denotation N0 for the fragment Fr(X), where N is cl(X) and some-
times we can say instead of N0 the Kaiser hull of the model N .

The following definition gives us important notion of Jonsson spectrum, the details of this one can
extract from [1,10,17].

Definition 9. [22] Let K be a class of L-structures. The Jonsson spectrum of K, denoted JSp(K),
is defined as the set of all theories satisfying the following conditions:

JSp(K) = {T | T is a Jonsson theory and ∀A ∈ KA |= T}.

The following definition is an essential generalization of the concept of a Jonsson set.

Definition 10. [1] A set X is called an almost Jonsson if it satisfies the following conditions:
1) X is a definable subset of CT , where CT is the semantic model of theory T ;
2) cl(X) = M ∈Mod(T ).
Furthermore, Th∀∃(M) = M0 = Fr(X) and M0 ∈ JSp(CT ), where cl(X) is the definable closure

of the set X in the frame of given above pregeometry [20].

This concept can be illustrated by an example of an arbitrary abelian group, which turns out to
be the closure of some existential formula defining an almost Jonsson set of this abelian group.

The concept of normality for a Jonsson theory is defined for a class of theories where any fragment
of their semantic models belongs to the Jonsson spectrum of the given Jonsson theory’s semantic model.

The following definition identifies specific subsets within the semantic model of the given Jonsson
theory.

Definition 11. [1] The Jonsson theory T is said to be normal if, for any X ⊆ CT such that
cl(X) = M ∈ Mod(T ), Fr(X) = M0 ∈ JSp(CT ) and CM0 �∃1 CT , where CM0 is a semantic model
of M0.

An example of a normal theory is the universal theory of all unars. This theory is characterized by
the fact that it has an empty list of axioms and is Jonsson.

Lemma 2. Let T be a normal Jonsson theory, K be a subset of ET . Then Th∀∃(K) is a normal
Jonsson theory.

Proof. Let K ⊆ ET , T be a normal Jonsson theory. Since T is a normal Jonsson theory, it follows
that T has JEP, then according to Theorem 1 ∀A,B ∈ ET ⇒ T 0(A) = T 0(B).

Theorem 3. [23; 353] Let L be a first-order language and T be a theory in L. Suppose that T has
JEP, and let A,B be existentially closed models of T . Then each ∀∃-sentence of the language L that
is true in A will also be true in B.
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Let T be a Jonsson theory, CT be the semantic model of theory T , ET be class of existentially
closed models of theory T , ET ⊂ ModT . And now let us define the concept of the Kaiser class of
models for the arbitrary of the Jonsson theory. KT = {A ∈ ModT/Th∀∃(A) is a Jonsson theory}. It
is clear that ET ⊆ KT .

1) KT 6= ∅ (if T = T ∗ = Th(CT ) and T is perfect, then KT = ET ).
2) ∀M ⊆ KT , Th∀∃(M) is a Jonsson theory.
The Jonsson sets and almost Jonsson sets generate fragments in the case of normality of considered

Jonsson theory from models of the Kaiser class of this theory, and these fragments’ semantic models
are existentially closed submodels of semantic model of considered Jonsson theory.

Definition 12. [20] The Jonsson theory T1 is said to be cosemantic to the Jonsson theory T2 (denoted
by T1 ./ T2) if their semantic models are identical, i.e. CT1 = CT2 , where CTi represents the semantic
models of Ti for i = 1, 2.

Definition 13. [20] Let T1 and T2 be arbitrary Jonsson theories. We say that T1 and T2 are Jonsson
syntactically similar if there exists a bijection f : E(T1)→ E(T2) satisfying the following conditions:

1) Isomorphism of lattices: for each n < ω, the restriction of f to En(T1) is an isomorphism between
the lattices En(T1) and En(T2).

2) Preservation of Existential Quantifiers: for every ϕ ∈ En+1(T ) and n < ω, f(∃vn+1ϕ) =
∃vn+1f(ϕ).

3) Preservation of Equality: the bijection preserves equality formulas, i.e., f(v1 = v2) = (v1 = v2).

The examples of syntactic similarities of two Jonsson theories are given in [18].

Definition 14. [20] The structure 〈C,Aut(C), Sub(C)〉 is said to be the Jonsson semantic triple,
where C denotes the domain of the semantic model C of the theory T , Aut(C) represents the automor-
phism group of C, and Sub(C) is a class of all subsets of C that serve as domains of the corresponding
existentially closed submodels of C.

Definition 15. [20] Two Jonsson theories T1 and T2 are said to be Jonsson semantically similar if
their Jonsson semantic triples are isomorphic as pure triples.

We introduce the following notation:
(i) the syntactic similarity of complete theories T1 and T2 is denoted by T1

S
./ T2;

(ii) the semantic similarity of complete theories T1 and T2 is denoted by T1 ./
S
T2.

For Jonsson theories T1 and T2:

(i) the Jonsson syntactic similarity of theories T1 and T2 is written as T1
S
o T2;

(ii) the Jonsson semantic similarity of theories T1 and T2 is written as T1 o
S
T2.

The following result, obtained by the first author of this paper, highlights the relationship between
the Jonsson syntactic similarity of Jonsson theories and the Jonsson syntactic similarity of their centers.

Theorem 4. [20] Let T1 and T2 be ∃-complete perfect Jonsson theories. The following conditions
are equivalent:

1) T1
S
o T2;

2) T ∗1
S
./ T ∗2 , where T ∗1 and T ∗2 are the centers of T1 and T2, respectively.

The following results, concerning the case of two Jonsson theories, were obtained by Yeshkeyev A.R.:

Theorem 5. Let T1 and T2 be two Jonsson theories. If T1 and T2 are Jonsson syntactically similar,
then they are also Jonsson semantically similar.

Thus, it follows that

T1
S
o T2 ⇒ T1 o

S
T2
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for any two Jonsson theories T1 and T2. This demonstrates that Jonsson syntactic similarity is a
sufficient condition for Jonsson semantic similarity of theories.

There are also cases where this condition is necessary. In this paper, we explore specific classes
of Jonsson theories for which these two relations are equivalent. We denote this equivalence by the
following notation:

T1
SS
o T2.

Lemma 3. [18] Any two cosemantic Jonsson theories are also Jonsson semantically similar.

The proof follows from the definition of cosemantic Jonsson theories.
The definitions of Jonsson semantic and syntactic similarity relations were extended to classes of

Jonsson theories in [18]:

Definition 16. [18] Let A ∈ Modσ1, B ∈ Modσ2, [T ]1 ∈ JSp(A)/./, [T ]2 ∈ JSp(B)/./. We say

that the class [T ]1 is syntactically similar to the class [T ]2, denoted by [T ]1
S
o [T ]2, if for every theory

∆ ∈ [T ]1 there exists a theory ∆′ ∈ [T ]2 such that ∆ and ∆′ are syntactically similar.

Definition 17. [18] The pure triple 〈C,Aut(C), E[T ]〉 is referred to the Jonsson semantic triple for
the class [T ] ∈ JSp(A)/./, where C represents the semantic model of [T ], AutC denotes the group of
automorphisms of C, and E[T ] is the class of isomorphically images of all existentially closed models
of [T ].

Definition 18. [18] Let A ∈ Modσ1, B ∈ Modσ2, [T ]1 ∈ JSp(A)/./, and [T ]2 ∈ JSp(B)/./. We say
that the class [T ]1 is Jonsson semantically similar to class [T ]2, denoted by [T ]1o

S
[T ]2, if their semantic

triples are isomorphic as pure triples.

2 On fragments and its #-companions for models from KT

This paragraph is related to the description of the companions of fragments of Jonsson sets or
almost Jonsson sets. Actually it is equivalent to the following fact: any considered set of this paragraph
belongs to KT , where T is considered normal Jonsson theory. The properties of the lattice of existential
formulas were described quite well in works [20,24–26]. Let’s recall the main definitions.

Let a theory T be fixed as above.

Definition 19. [24; 843] Let ϕT , ψT ∈ En(T ) and assume that ϕT ∩ ψT = 0.
(i) Complement: ψT is considered a complement of ϕT if their union equals the total element, i.e.,

ϕ ∪ ψ = 1.
(ii) Pseudo-Complement: ψT is called a pseudo-complement of ϕT if, for every µT ∈ En(T ),

whenever ϕT ∩ µT = 0, it follows that µT ≤ ψT .
(iii) Weak Complement: ψT is weakly complementary to ϕT if, for every µT ∈ En(T ), the condition

(ϕT ∪ µT ) ∩ µT = 0 implies µT = 0.

Definition 20. [24; 843] Properties of ϕT and En(T ): ϕT is complemented if there exists another
element that serves as its complement; ϕT is weakly complemented if there exists a weak complement
for it; ϕT is pseudo-complemented if there exists a pseudo-complement for it; En(T ) is complemented
if every ϕT ∈ En(T ) has a complement; En(T ) is weakly complemented if every ϕT ∈ En(T ) has a
weak complement; En(T ) is pseudo-complemented if every ϕT ∈ En(T ) has a pseudo-complement.

We now turn our attention to the formulas that are preserved under extensions of models and
submodels within the context of the theory T .

Definition 21. [20] A formula ϕ(x1, ..., xn) is said to be preserved under extensions in ModT if for
any models A ⊂ B of T , and any a1, ..., an ∈ A, A |= ϕ[a1, ..., an]⇒ ϕ[a1, ..., an].
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Definition 22. [20] A formula ϕ(x1, ..., xn) is said to be preserved under submodels in ModT if for
any models A ⊂ B of T , and any a1, ..., an ∈ A, B |= ϕ[a1, ..., an]⇒ A |= ϕ[a1, ..., an].

We now define the concept of an invariant formula and examine the connection between the invari-
ance of an existential formula and the complementarity of its class in E(T ).

Definition 23. [24; 844]. A formula ϕ is said to be invariant in ModT if it is preserved both under
extensions of models in ModT and submodels in ModT .

Definition 24. [24; 843] A theory T is called positively model complete if it satisfies the following
conditions:

(i) T is model complete, meaning every formula ϕ is equivalent to an existential formula within T .
(ii) Every existential formula in the language L of T is equivalent to a positive existential formula

within T .
We present the required definitions and summarize established results that clarify the connection

between model completeness, quantifier elimination in a theory T , and the structural properties of
lattices of existential formulas En([[M0]]).

Some results from [20] and classical model theory can be further refined within the context of
studying fragments of Jonsson theories.

These refined results will serve as a basis for deriving the key conclusions in this section.
Theorem 6. [24; 846] An existential formula ϕ is invariant in Mod(Th∀∃(ET )), where ET is the

class of all existentially closed models of T , if and only if ϕT is weakly complemented in E(T ).
Theorem 7. [20]
(i) A theory T is model complete if and only if all formulas are preserved when passing to submodels

in Mod(T ).
(ii) A theory T is model complete if and only if all formulas are preserved when extending to larger

models in Mod(T ).
Theorem 8. [20]
(i) If T ′ is a model companion of a universal theory T , then T ′ is a model completion of T if and

only if T ′ allows elimination of quantifiers.
(ii) If T is a model companion of T , then T ′ is a model completion of T if and only if T satisfies

AP .
Theorem 9. [20] A theory T is a submodel complete if and only if T allows elimination of quantifiers.
Theorem 10. [24; 843] A theory T is called positively model complete if and only if every ϕT ∈ En(T )

has a positive existential complement.
Theorem 11. [24; 843] A theory T has a model companion if and only if ϕT ∈ En(T ) has a weakly

complement.
Theorem 12. [24; 843] A theory T has a model companion if and only if ϕT ∈ En(T ), the lattice of

existential formulas forms a Stone algebra.
Theorem 13. [24; 843] A theory T has a model companion if and only if every ϕT ∈ En(T ) has a

weakly quantifier-free complement.
Theorem 14. [20] Let T be a Jonsson theory. Then the next conditions are equivalent:
1) the theory T is perfect;
2) the theory T has a model companion.
In [26], a connection between the completeness and model completeness of a Jonsson theory was

established.
The following result represents a particular case of Lindstrom’s theorem, which describes the rela-

tionship between model completeness and completeness.
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Let T be a fixed, normal Jonsson theory. Within T , we consider N contained in KT . Next, we
examine the Jonsson spectrum JSp(N), and proceed to perform a double factorization of JSp(N)/SS

./
.

Theorem 15. Let T be a normal Jonsson theory, A ∈ CT , where A is an almost Jonsson theory,
then cl(A) = M ∈ KT . And let KT 6= ∅, N ⊆ KT . We consider a Jonsson theory M0 = Th∀∃(M) ∈
JSp(N), and [M0] ∈ JSp(N)/./ and [[M0]] ∈ JSp(N)/SS

./
, where M0 is a Kaiser hull. Then the

following conditions are equivalent:
(i) [[M0]] is complete;
(ii) [[M0]] is model complete.

In [27], a connection was demonstrated between the perfectness of a Jonsson theory and the prop-
erties of the lattice En(T ) [3]. Final point of proof of this fact follows from the definition of normality.

Theorem 16. Let T be a normal Jonsson theory. And let KT 6= ∅, N ⊆ KT , [M0] ∈ JSp(N)/./
and [[M0]] ∈ JSp(N)/SS

./
. Then the following conditions are equivalent:

(i) [[M0]] is perfect;
(ii) [[M0]]# is normal Jonsson theory;
(iii) En([[M0]]) is a Boolean algebra;
(iv) [[M0]]∗ is model-complete.

Proof. It follows from results which connected the properties of lattice of existential formulas En(T )
and above results from Theorem 15.

Now, we study the model-theoretic properties of the #-companion of a normal perfect Jonsson
fragment. Let T be a normal Jonsson theory in a countable language L, and let A ∈ CT , where A is
an almost Jonsson theory, then cl(A) = M ∈ KT . And let KT 6= ∅, N ⊆ KT . We consider a Jonsson
theory M0 = Th∀∃(M) ∈ JSp(N), and [M0] ∈ JSp(N)./ and [[M0]] ∈ JSp(N)/SS

./
. The distributive

lattice En([[M0]]) consists of equivalence classes of formulas defined as ϕ[[M0]] = {ψ ∈ En(L)|[[M0]] `
ϕ↔ ψ,ϕ ∈ En(L),K([[M0]]) = ∪n<ωEn([[M0]])}.

We now focus on a fragment [[M0]] that is complete for existential sentences and satisfies the
conditions described above.

Theorem 17. Let T be a normal Jonsson theory. And let KT 6= ∅, N ⊆ KT , [M0] ∈ JSp(N)./ and
[[M0]] ∈ JSp(N)/SS

./
. Let [[M0]] be a perfect fragment of a Jonsson set A, [[M0]]# be its #-companion.

Then the following hold:
(i) [[M0]]# admits elimination of quantifiers if and only if every ϕ ∈ En([[M0]]) has a quantifier-free

complement;
(ii) [[M0]]# is positively model-complete if and only if every ϕ ∈ En([[M0]] has an existential

complement.

Proof. (i) Given that [[M0]] is a fragment of a Jonsson set A and M ′ is a semantic model of [[M0]],
we know [[M0]] is perfect, we have that [[M0]]# = Th(M ′), where the center of M ′ admits elimination
of quantifiers. By Theorem 9, [[M0]]# is submodel complete, and therefore, is model complete, and
by Theorem 16, the lattice En([[M0]]) is a Boolean algebra, meaning every ϕ[[M0]] ∈ En([[M0]]) has a
complement. Since [[M0]]# admits elimination of quantifiers, every class ϕ ∈ En([[M0]]) must have a
quantifier-free complement.

Conversely, assume that every class ϕ ∈ En([[M0]]) has a quantifier-free complement. Then
En([[M0]]) is a Boolean algebra (by definition). By Theorem 16, this implies that [[M0]]# is model-
complete. By part (ii) of Theorem 7, every formula in [[M0]]# is equivalent to some existential formula,
i.e., the class of such formulas belongs to En([[M0]]#). Since [[M0]] is complete existential sentences,
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we know En([[M0]]) = En([[M0]]#). Therefore, every ϕ[[M0]] ∈ En([[M0]]) has a quantifier-free com-
plement, and En([[M0]]#) consists of quantifier-free formulas. Hence, [[M0]]# admits elimination of
quantifiers.

(ii) Assume that [[M0]]# is positively model-complete. By Definition 11, [[M0]]# is model-complete
and for every existential formula ϕ there exists a positive existential formula ψ such that [[M0]]# `
ϕ↔ ψ. By Theorem 16, En([[M0]]) is a Boolean algebra, so every ϕ[[M0]] ∈ En([[M0]]) has an exis-
tential complement. Since [[M0]]# ensures the existence of a positive existential formula ψ equivalent
to ϕ, every there is a positive existential formula such that [[M0]]# ` ϕ ↔ ψ, we obtain that every
ϕ ∈ En([[M0]]) has a positive existential complement. The necessary condition of part (ii) is proved.

To prove the sufficiency of part (ii): Assume that every ϕ[[M0]] ∈ En([[M0]]) has a positive existen-
tial complement. By Theorem 10, this implies that [[M0]] is positive model-complete. By the definition
of positive model-completeness, [[M0]] is also model-complete. By Theorem 15, the fragment [[M0]]
is complete. Since [[M0]]# is a central complement of the theory [[M0]], we have [[M0]] = [[M0]]#.
Therefore, [[M0]]# is positively model-complete. The sufficiency is proven by using Theorem 10 (posi-
tive model-completeness of [[M0]]), Theorem 15 (completeness of [[M0]]), and the relationship between
[[M0]] and [[M0]]#. This completes the proof that [[M0]]# is positively model-complete.

In the following theorem, we establish necessary and sufficient conditions for the perfectness of a
normal fragment [[M0]] within the framework of the class [M0], using the structure of the lattice of
existential formulas En([[M0]]).

Theorem 18. Let T be a normal Jonsson theory. And let KT 6= ∅, N ⊆ KT , [M0] ∈ JSp(N)./ and
[[M0]] ∈ JSp(N)

/
SS
./
, and let [[M0]] be a perfect fragment with Fr#(A) as its #-companion. Then the

following conditions are equivalent:
(i) [[M0]] is perfect;
(ii) En([[M0]]) is weakly complemented;
(iii) ϕ ∈ En([[M0]]) is a Stone algebra.
Proof. Let [[M0]] be a perfect fragment of a Jonsson set A, and [[M0]]# its #-companion. We

prove the equivalence of the three conditions:
(i) ⇒ (ii). Assume that a normal Jonsson theory [[M0]] is perfect. By Theorem 17, [[M0]] has a

#-companion [[M0]]#. By results in [24], we know [[M0]]
f

= [[M0]]
0, where [[M0]]0 = Th∀∃(E[[M0]]) is

Kaiser’s hull of [[M0]]. Since [[M0]]# is model-complete (by the definition of a #-companion), part (ii)
of Theorem 7 states that every formula of the language is preserved under submodels in Mod[[M0]]#.

Consequently, every existential formula in the language is preserved under both submodels and
extensions in Mod[[M0]]#. By Definition 23, these formulas are invariant in Mod[[M0]]#. From
Theorem 6, it follows that every existential formula in En([[M0]]) is weakly complemented. Thus,
En([[M0]]) is weakly complemented.

(ii) ⇒ (i). Assume En([[M0]]) is weakly complemented.
1. By Theorem 11, the fragment [[M0]] has a model companion.
2. By Theorem 17, if [[M0]] has a models companion, then [[M0]] is perfect. Thus, [[M0]] is perfect.

Therefore, (i) ⇔ (ii).
(i) ⇒ (iii). Assume [[M0]] is perfect.
1. By part (ii) of Theorem 10, the model companion of a normal Jonsson theory is its model

completion.
2. From the perfectness of [[M0]], it follows by Theorem 12 that En([[M0]]) forms a Stone algebra.
Thus, En([[M0]]) is a Stone algebra.
(iii) ⇒ (i). Assume En([[M0]]) is a Stone algebra.
1. By Theorem 12, if En([[M0]]) is a Stone algebra, then [[M0]] has a #-companion [[M0]]#.
2. By Theorem 16, if [[M0]] has a #-companion, then [[M0]] is perfect. Thus, [[M0]] is perfect.
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Theorem 19. Let [[M0]] be a perfect normal Jonsson theory. And let KT 6= ∅, N ⊆ KT ,
[M0] ∈ JSp(N)./ and [[M0]] ∈ JSp(N)/SS

./
, [[M0]]# be its #-companion. Then the following con-

ditions are equivalent:
(i) [[M0]]# is a normal Jonsson theory;
(ii) every ϕ ∈ En([[M0]]) has a weakly quantifier-free complement.

To prove the necessity we need the following statement.
If the model companion [M0]m is defined, then a model companion ([M0]∀)

m is defined and

[M0]m = ([M0]∀)
m (1)

(see [5]).

Proof. (i) ⇒ (ii). Assume [[M0]]# is a normal Jonsson theory. By results from [24], the fragment
[[M0]] is perfect. From Theorem 18, a perfect fragment [[M0]] has a #-companion, which coincides
with the theory [[M0]]#. By part (ii) of Theorem 7, the #-companion [[M0]]# is a model completion of
fragment [[M0]]. Due to the mutual model consistency between the fragment [[M0]] and its universal
theory [[M0]]∀, we have the model completion of [M0] (the fragment’s class) is also the model com-
pletion of [M0]∀ (its universal consequences). By Theorem 13, it follows that every existential formula
ϕ[[M0]] ∈ En([[M0]]) has a weakly quantifier-free complement.

(ii) ⇒ (i). Assume that every existential formula ϕ[[M0]] ∈ En([[M0]]) has a weakly quantifier-
free complement. By definition, if every ϕ[[M0]] has a weakly quantifier-free complement, then every
ϕ[[M0]] ∈ En([[M0]]) is weakly complemented, i.e. En([[M0]]) is weakly complemented. By result from
[24], it follows that the #-companion [[M0]]# is a normal Jonsson theory.

All necessary concepts and statements related to these notions that were not defined and were not
noted in the text of this article can be extracted from the following list of sources.
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