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In this paper, the initial value problem for a third-order partial differential equation with time delay within a
Hilbert space was analyzed. We establish a key theorem regarding the stability of this problem. Additionally,
we demonstrate how this stability theorem can be applied to the third-order partial differential equation
with time delay.

Keywords: stability, third order partial differential equations, time delay.
2020 Mathematics Subject Classification: 35G10, 35190, 58D25.

Introduction

In physics, various problems give rise to third order partial differential equations (PDEs). In various
branches of engineering and science, such as applied mathematics, these problems have become a key
research area. Within the last 10 decades, interest towards nonlocal and local boundary value problems
(BVPs) for PDEs with space and time variables have increased significantly. Nonlocal and local BVPs
for third order PDEs have been investigated widely in a lot literature (for instance, see [1-3]).

One of the most frequently occurring phenomena in various engineering applications is time delay
(TD). A typical instance with regards to control theory can be seen in sampled-data control process.

Applications and theory of nonlinear and linear third-order differential and difference equations
comprising a delay term were investigated widely (for instance, see [4-11], and the included references).

Lastly, applications and theory of PDEs of the same order having delay operator term with respect
to the other operator term were studied for parabolic differential equations with delay term (for
example, see [12-18|, and the included references).

However, the stability theory of third-order PDEs having a delay term is not well developed. In
this paper, our aim is to study the initial value problem (IVP) for the third order PDE having TD

%—l—BdZ—(;):cBy(s—z)%-h(s), 0<s< oo,
(1)
y(s) =k(s), —2<s<0

in G, a Hilbert space, having self-adjoint positive definite operator (SAPDO) B, B > AI, where A > 0.
Here k(s) defined on [—z, 0] is the given abstract continuous function (ACF) with values in D(B), h(s)
defined on (0, 0) is the given ACF having values in G, and ¢ € R*.

The structure of the paper is as follows. In Section 1, we establish the main theorem on the stability
of problem (1). Section 2 presents theorems on stability estimates for the solutions of three problems
involving third-order PDEs. Finally, Section 3 provides the conclusion.
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1 Main theorem on Stability

If conditions i, ii, iii below are met, then a function y(s) is considered a solution to problem (1):

i. y(s) is twice continuously differentiable over the interval [0,00), with the derivative at s = 0
taken as the unilateral derivative.

ii. The derivative d?;lli(;) lies in D(B) for every s € [0,00), and the function BdZ—(SS) is continuous
throughout the interval [0, c0).

ili. y(s) satisfies the primary equation and the initial conditions described in (1).

Throughout this paper, let {E(s),s > 0} be an operator function, where E(s) = cos(sB%), and is
defined by the formula
1 1
eisB? _i_efisB?

From the operator function T'(s) = B2 sin(sB%), where T'(s) = [, E(p) dp, it follows that

isB? isB?
&S _ gl

1
T(s)=DB"2

(3)
We refer to [19] for the theory of cosine operator functions. We now present an important lemma

below.
Lemma 1.1. The estimates that follows holds for s > 0:

<1 EG)lose <1, |[BATG)|| <1 (4)

oo, o
_>

HG’—>G

The proof of the lemma above depends on the spectral representation of unit SAPDO B.

Moreover, for all dzgs) € D(B) we can write

d3z(s) dzx(s) d? d
d53 + B ds = (d52 + B) ax(s)

Therefore, problem (1) be rewritten as the equivalent IVP

W) — o),
A5s)
g2 T Bu(s) = eBy(s — 2) + h(s), 0 <s <o,

(s) = k(s), =2 <5 <0

<

for the system of linear differential equations. Integrating these equations, we can write
y(s) =y(0) + Jg x(r)dr,
x(s) = E(s)xz(0)+ T (s)2' (0) + fOS T (s —r)[cBk(r — z) + h(r)] dr
for all s € [0, 2] and
y(s) = y(mz) + [, x(r)dr,
z(s)=E(s—mz)x(mz)+T (s —mz)z' (mz) + f;z T (s —7)[cBy(r — z) + h(r)]dr

for all s € [mz,(m+1)z], m=1,2,...
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Applying (2) and (3), we can write

/08 T(rydrz = —B™ ' (E (s) — I) z.

From that and equation = z(s) it follows = (mz) =y (mz),2' (mz) = y” (mz) and

dy(s)
ds

y(0)+T(s)y' (0) =B~ (E(s) - I)y" (0)+

+ [y B (I —E(s—r))[eBk(r — z) + h(r)]dr, s € [0,2],

y(mz) +T (s —mz2)y (mz) — B~ (E (s —mz) — I)y" (mz) +

+[° BY(I—E(s—r))[eBy(r —z)+ h(r)dr, s € [mz, (m+1)z], m=1,...

The main theorem is formulated below.

Theorem 1. Assume that k(s) be a twice continuously differentiable function and k°(s) € D(B()/2),
k'(s) € D(B®/?), k%(s) € D(BW/?). Then the following estimates hold for the solution of problem (1):

dy(s)
B ds

1 d?y(s)

max || B2
ds?

0<s<z

, max
0<s<z

1
, — Inax
a 2 0<s<z

) Biy(s)|| (6)

< (2+|c|z)ag—|—/ B%h(r)Hgdr,
0

d’k dk
ap = max<{ max B%ﬁ , max ||B (5) , Mmax HB%k(S)H ;
—2<s<0 ds? ||g —2<s<0 ds ||o —2<s<0 G
d? d 1
max B2 y(s) : max B y(s) , = max B%y(S)H (7)
mz<s<(m+1)z ds? a mz<s<(m+1)z ds a 2 mz<s<(m+1)z G
m—+1 jz )
< (24| 2) am + Z/ Bih(r)H dr,
=1 G-z ¢
J=1
d? d
G = Max max B%M , max BM ) max B> (S)H ,
(m—1)z<s<mz ds? q (m—=1)z<s<mz ds qg (m—=1)z<s<mz G
m=12,...

Proof. Let s € [0, z]. Then, applying (5), we get

y(s) =k (0) + T (s) k' (0) — B~ (E(s) — I) k" (0)
+ /s B Y (I —E(s—7))[cBk(r — 2) + h(r)] dr,
0

B‘%S) — E(s) BK (0)+ T (s) BK" (0)

+ /S BT (s — ) [¢Bk(r — z) + h(r)] dr,
0

—B2T(s) BK (0) + E (s) B2k" (0)
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—i—/o B2E (s —r)[cBk(r — z)+ h(r)] dr.

Using these formulas, estimates (4) and the triangle inequality, we get

fotuo], < 10, + I3 Ol + 2t o

—2<s<0

+2|c| z max HB%k(S)H +2/
G 0

B%h(r)HGdr

<22+ || z)a0—|—2/ HB%h(r)HGdr,
0

[

ds

| <lr o+ |2 o

S
+|c| z max HB%k‘(S)H —|—/
G Jo

—2<s<0

B%h(r)HGdr

< (2+|c|z)ag—|—/ B%h(r)Hgdr,
0

1 d%y(s)
B
H " Tds?

<[t o]
G G

B%h(r)HGdr

S

+|c| z max HB%k‘(S)H +/
—2<s<0 G 0
z

<(2—|—]c|z)ao—|—/

0

for s € [0, z]. From that estimate (6) follows. Let s € [mz,(m+1)z], m = 1,2,
we get

B%h(r)HGdr
... Then, applying (5),
y(s) = y(mz) + T (s —mz)y' (mz) — B~ (D (s —mz) — 1)y (mz)

+ /s B~Y (I —D(s—r))[eBy(r — z) + h(r)] dr,

+ [ BT (=0 leBylr - 2) + () ar,

mz

o _ BT (s —mz) By (mz) + D (s — mz) B%y” (mz)

+/s B2D (s =) [eBy(r — z) + h(r)] dr.

mz

Using these formulas, estimates (4) and the triangle inequality, we get

3 3 / on
|BRy(s)| < |[BRyma)|  + 1By (m2)] g +2 | BE (ma)|
5 m+1 jz )
2 B3 H 2 / Bih H d
LT P Lol PRt DY N ] P
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m+1

Jz
§2(2+|c|z)am+22/
j=1 (1—1)=

B%h(T)HGdr

dy(s)
ds

k

/ Loy
=By g+ B3 )],

B%h(r)HGdr

+lclz  max
(m—1)z<s<mz

3 m+1l .z
B2y(S)HG + ]Z; /(j1)z

m—+1

Y
<@+ld2)ent . [
j=1 (1-D=

B%h(T)HGdr

e

1
S R e

B%h(r)HGdr

+lc|z  max
(m—1)z<s<mz

5 m+1 jz
&W%+24D
j=1 70—z

m+1

jz 1
< 1
< (2+|c\z)am+Z/('1 B2h(r)HGdr
j=1"7"U )z
for s € [mz,(m+1)z], m =1,2,... Estimate (7) follows from it. Theorem 1 is proved.

According to Theorem 1, the following stability estimate holds for the solution of problem (1):

d? d 1
max 2 y(s) , max B y(s) y = max B%y(s)‘
0<s<(m+1)z ds? ||g" 0<s<(m+1)z ds |o 2 0<s<(m+1)z G
m i X
<@+l a+Y @2+ z)m—ﬂ/ Binr)| ar
j=1 (1-D=

2 Applications

The applications of Theorem 1 are considered in this section.
First, the initial nonlocal BVP for the third order PDE with TD

33z (s,u)
gy

Js

= () zan(5, ), + ps(5,8) = (= (b()zals — 2,u)), + pa(s — 2 u)) + h(s,w),
0<s<oo, 0<u<l,

x(s,u) = k(s,u), —2<s<0, 0<u<l,

x(s,0) = x(s,1), z4(s,0) = xy(s,1), 0 < s <0

(8)

is considered. Problem (8) has a unique solution z(s, u), under compatibility conditions, for the smooth
functions b(u) > b > 0, u € (0,1), p > 0, b(1) = b(0), k(s,u) —2 < s < 0,0 < u < 1, h(s,u),
0<s<o0,0<u<1,and c € R This allows us to reduce the BVP (8) to the IVP (1) in a Hilbert
space G = Ls]0, 1] with a SAPDO B*" defined by the formula:

BYz(u) = —(b(u)zy)u + pz
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with domain

D(B") = {z(u) : z(u), xy(u), (b(u)xy)y € L2]0,1], x(1) = x(0), z,(1) = 2,(0)}.

By utilizing the symmetry property of the spatial operator B%, domain of which is D(B*) C W2[0, 1],
and incorporating the estimates from Theorem 1, the following theorem concerning the stability of
problem (8) is obtained.

Theorem 2. The solutions to problem (8) satisfy the stability estimates that follow:

d?y(s, ") dy(s,-) 1 ly (s, )]l
Ogslg}yiz d82 W21[07117 0<s<mz dS W22[071]7 9 Oggi’){zz AG W23[0,1]
m jz
m m—j 3
<@l an+ Y @+l [ B, ar

- 2|Y,
J=1 (j—1)z
A2k (s, dk(s,-)

)
— Z M\ 7 max ||k W
(10 ax {%)éo (182 ”721 [071} ’ 7%)20 dS ‘1722 [0 1] *Z<a:9<0 || ( )H 25[071} ’

where M; does not depend on k(s,u) and h(s,u).

In this context, W30, 1], WZ[0, 1] and W3[0, 1] are Sobolev spaces consisting of all square integrable
functions ¢(u) defined on the interval [0, 1], endowed with the following norm:

2

1
¢
6hugion = | [ 2 (67 (=123
o 7=0

Next, let € represent the unit open cube in the n-dimensional Euclidean space R™, where
v = (u1,...,u,) and 0 < u¢ < 1 for ¢ = 1,...,n. The boundary of this domain is denoted by P
and we define = QU P. Within the domain [0, 00) x €, we consider the initial BVP for a third-order
multi-dimensional PDE with a TD, subject to Dirichlet boundary conditions.

83z (s,u)
0s3

ITM:

(W) (5. )), = = 3 () s = 2.),,.

0<s<oo,u€Q, (9)
x(s,u) = k(s,u), —2<s<0, uecQ,
z(s,u) =0, ue P, 0 <s< o0

is considered. Here by(u) > b > 0, (u € Q), k(s,u), —2 < s <0, u € Q, h(s,u), 0 < s < oo, u € § are
given smooth functions, and ¢ € R!.

We consider the Hilbert space Lo(Q) of all square integrable functions defined on €, equipped with
the norm

2
= | [ bl -,
weR
Problem (9) has a unique solution z(s,u), under compatibility conditions, for the smooth functions
bu) >b>0,ucQ, p>0, k(s,u), —2<s<0,ucQ, h(s,u), 0 < s < oo, uc, and c € R'. With
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this problem (9) can be reduced to the IVP (1) in the Hilbert space G = Lo(Q2) with a SAPDO B
defined by the formula

n

B'z(u) = = (bi(u)zu,)u, (10)

t=1
with domain

D(B") = {z(u) : (u), xy, (w), (be(w)Ty,)u, € L2(Q), 1<t<n, z(u)=0ueP}.

As a result, we can establish the following theorem concerning the stability of problem (9).

Theorem 3. The following stability estimates are derived for the solutions of problem (9):

d%y( dy(s

X ly(s:)llws @)

)

ds HWQ 2 0<s<mz

)

0<s<mz dS HWl(Q) 0<s<mz

ds| ,

<My |24 2) b0+22+|c| )mﬂ/ HBzh )\L@
2

(4

d%k(s,-)

dk(S, )
ds? Wi @) " _2<s<0

ds

—2<s5<0 —2<s<0

by = max{ max , max ||k(s, HW23(Q)}7

W3 (Q)
where M3 does not depend on k(s,u) and h(s,u). Here, W} (Q), W2(Q) and W3 (Q) are Sobolev spaces
of all square integrable functions ¢(u) defined on €2, equipped with the norm
2 3
H¢>HW2<@ — / 722 buy - - up(w) | dug - duy,
- J times

The proof of Theorem 3 is based on Theorem 1 and the symmetry property of the operator B“
defined by formula (10) and the following theorem on the coercivity inequality for the solution of the
elliptic differential problem in Ly(€).

Theorem 4. For the solution of the elliptic differential problem [10]:

Bz (u) = p(u),u € Q,
z(u) =0,u € P,

the following coercivity inequality holds:

m
Z qutut”LQ(ﬁ) < M3HMHL2(§)
=1

Here, M3 does not depend on p(u).

Third, in [0,00) x €2, the BVP for the multi-dimensional Schrédinger equation with TD and
Neumann boundary condition is considered:

INgE

333 S, u m
P = 3 (b (5,0)), + pras,u) = e <_

0<s<oo,u €l
z(s,u) = k(s,u),—2<s<0,u€cq,

0 5
%zO,uEP,O§s<oo.

(b () (5 — 2,0)),,, + pals — =, u>> ,

t=1

(11)
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Here, m is the normal vector to P, by(u) > b > 0,(u € Q), k(s,u), —z < s < 0,0 < u <1 and
h(s,u),0 < s < 00,0 <u < 1 are given smooth functions, and ¢ € R!.
Problem (11) has a unique solution z(s, u), under compatibility conditions, for the smooth functions

(u) and b¢(u). This enables us to simplify problem (11) into the IVP in the Hilbert space G = La(f2)
with a SAPDO B", defined by the following expression:

BUa(u) = = (b )u, + o1
t=1

having domain:

Oz (u)
om

D(B") = {ZL‘(’LL) s (u), T, (w), (be(u) Ty, )u, € L2(Q), 1<t <m, =0, ue P} .

Therefore, estimates of Theorem 1 with G = Lo(Q) allow us to state the following theorem on
stability of problem (11).

Theorem 5. The following stability estimates hold for the solutions of problem (11):

M max dy(s, ) 1 max IIy(s )H -
ds® whQ) "0<s<mz ds W2(@) "2 0<s<mz P WS ()

max
0<s<mz

m . Iz
<My @+ 12 bo+ 3 (24| z)m_]/ Bin(r)| dr|.
= (j—1)z L2 ()
d?k(s, - dk(s, -
bp = max{ max dk(s, ) , max (s,) , max [|k(s, ) |lws@ ¢ >
—e<s<0|| ds? ) —ess<o || ds g —Ese<o 5(©)

where M, does not depend on ¢(u).

The proof of Theorem 5 is based on the stability estimates from Theorem 1, where G = Ly(),
as well as the symmetry property of the operator B" defined in formula (11) together with the next

theorem regarding the coercivity inequality for the solution of the elliptic differential problem in Ly(£2).

Theorem 6. For the solution of the elliptic differential problem [20],

BYz(u) = p(u), ue,
9z _ o yeP,

om
the coercivity inequality that follows holds:
m
Y zucell @y < Mslellz,@)-
t=1

Here, M3 is independent of p(u).

3 Conclusion

In this paper, we examine the IVP for a third-order PDE with TD in a Hilbert space. We establish
a key theorem concerning the stability of this problem and demonstrate its applications. Additionally,
some of the results discussed here, albeit without proofs, were previously published in [21].
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Using this method, we can investigate the IVP for the nonlinear third order PDE with TD

LU 4 B = h(s,y(s — 2)), 0 < s < o0,

y(s) =k(s), —2<s<0

in G, a Hilbert space, having SAPDO B, B > A, where A > 0. Here k(s) defined on [—z,0] is the
given ACF with values in D(B).
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