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In this study, the time-dependent source identification problem for the two-dimensional neutron transport
equation was studied. For the approximate solution of this problem a first order of accuracy difference
scheme was presented. Stability estimates for the solution of these differential and difference problems were
established. Numerical results were given.
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Introduction

The neutron transport equation describes the distribution of neutrons in terms of their positions
in space and time, their energies and their travel directions. The various neutron transport equations
are studied by many researchers (see, [1-4| and the references given therein). Identification problems
play an important role in applied sciences and engineering applications and have been investigated in
various papers (see, e.g., [5-27] and the references given therein). In the present paper, we consider
the time-dependent source identification problem for two dimensional neutron transport equation

(0 t7’ 9 ty’ g t)7
ulbry) — Qulbry) 4 OUL) 4 (1) g (2,y) + f (t,2,),

te(0,7), z,ye (0,L),
u(O,x,y):go(x,y), (L‘,yE[O,L], (1)

u(t,0,y) =0, wu(t,z,0)=0, t€]0,T], =,y €[0,L],

u(tly) = a(ty), t€0.T], yel0,L], Le (L.

Here, w(t,z,y) and p(t) are unknown functions, f (¢t,z,y), q(z,y), ¢ (z,y), and «(t,y) are
given sufficiently smooth functions and all compatibility conditions are satisfied.

In the rest of paper, the theorem on the stability of differential problem (1) is established. For
the approximate solution of problem (1), a first order of accuracy difference scheme is proposed. The
theorem on stability of this difference scheme is established. Some results of numerical experiment are
presented.
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1 Stability of differential equation

To formulate our results, we introduce the Banach space C(E) = C (]0,T],E) of all abstract
continuous functions ¢ (¢) defined on [0, 7] with values in E equipped with the norm

I8l = max (16 @)l

0<t<T

Let E = Cjy 1jx[0,z) be the space of all continuous functions % (z,y) defined on [0, L] x [0, L] equipped
with norm

HwHC[O,L]X[O,L] - 0<$a§L ‘w (x7 y)|
and C[(o )L]><[0 1) be the space of all continuously differentiable functions ¢ (x,y) defined on [0, L] x [0, L]

equipped with norm
||¢||c[<g}wm = llcig pygony T o200 [0n (2,9)] + max ooy (2,y)]

We introduce the positive operator A, defined by formula

Au= - <8U(<§y> . 6ug;,y>>

with the domain
D(A) = {u PU Ug, Uy € C[O,L]X[O,L]a U(O,y) = U($,0) = 07 0< z,y < L} .

Throughout the present paper, M denotes positive constants, which may differ in time and thus
are not a subject of precision. However, we will use M («, [, ,...) to stress the fact that the constant
depends only on «, £, 7,... .

We have the following theorem on the stability of problem (1):

Theorem 1. Assume that ¢ € C[(ol,)L]x[O,L}’

continuous in x and y, and « (¢,y) is a continuously differentiable function in ¢ and continuous in y.
Then, for the solution of problem (1) the following stability estimates hold:

O iy * |5

f (t,z,y) is a continuously differentiable function in ¢ and

)+ Iplleior < @ el +

0 L] [0,L]

+ HUHC(Cm

C(Clo,x[0,1] [0,21x[0, L]

+ a0, )l epo,01 + llewell oo,
C(Clo,L1x0,1]

Proof. We will use the following substitution

u(t,x,y) = w(t,z,y) +77(t)Q(xay),
where 7 (t) is the function defined by formula

t

n(t) = / p(s)ds, 1(0) =0. (2)

0

It is clear that w (¢, z,y) is the solution of the following initial boundary value problem
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(Qule) — Oulra) 4 OWErs) 4 (1) (g, (w,y) + gy (,9)) + f (E:2,y),
te(0,T7), z,y € (0,L),
w(0,2,y) = ¢ (z,y), v,y € [0, L],
w(t,0,y) =0, t€[0,T], yel0,L], (3)
w(t,z,0)=0, t€[0,T], z €[0,L],

q(.%',()) =0, Q<O7y) =0, Q(l7y) #07

w(t,l,y) =a(ty) —nt)qly), t€[0,T], y€[0,L].

Applying the over determined condition w (¢,1,y) = « (t,y) at substitution (2), we get

w(t,ly)+nt)q(ly) =a(ty),

_ a(t,y)—w(t,l,y).

n = q(ly)
From that and p (¢t) = 1/ (), it follows
Oy (t> y) — Wy (tv L, y)
plo) = 2D 7Ly (@)

From identity (4) and the triangle inequality, we get the estimate

Qg (t’ y) — Wt (tv l) y)

p0)] = |

’ < M (q) [|ae (t,y)| + |we (8,1, y)|] <

< .
< 0 (a) | s o (6)] + g s o (11,9

From that it follows
IPlleor < M (0) [leeloepom, e + ledloen, co) - (5)

Using operator A with the domain D (A) we can rewrite problem (3) in the abstract form as an initial
value problem

w (0) = ¢.

By the Cauchy formula, the solution can be written as

w(t) = e Ao+ /te_(t_s)A {_a (s, ‘)q?l,u.])(& £ ‘)Aq + f (s)} ds.
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Taking derivative with respect to t and using Leibniz integral rule, we obtain

wy () = —Ae o + {—7‘“( Ll ag 4 £ (1 } + f —Ae~(t=9)4 {—7a<s’~)q@j?)(s’l’~)Aq +f (s)} ds

Applying the integration by parts formula, we get

wy (1) = —Ae~Ap 4 =4 [ oI wOL) gy y ()] 4

3
t [ertmaal _asldoutsld 4y 4 g (5) ) as > Gi),

where

Ga (t) = et { - 2llmulOld g 4 £ (0)

t
Gy (1) = [ e~ foslelmualald 4g i g7 ()L as
0

Now, we estimate, G1, G2, and Gj3, separately. Using the triangle inequality, we obtain

lwillp < NG (Dl + G2 (Dl g + 1G3 (@)l -
It is known (see [20]) that for any ¢ € [0, 7],

le™ M posp < Me™™, M >0, 6> 0. (6)

Applying the definition of norm of the spaces E and estimate (6), we get

1G1 (Ol = =A™l p < e oy 140l e < My (8) || Apl s (7)

Let us estimate G2 (t) . Using the triangle inequality, we get

R e R R I0)

q(l,.) =

E

. 0, |w(0,1,.)
<o | [Gi5 |+ fat] vass+1r on]
<Nl || T | T [Taay || Male+ 17 Ol
- e (0, )l g + lw (0,1, )]
”G2 (t)HE < He tAHEHE HAQHE—HE m?n | ( )’ £ + Hf(O)HE
0<y<L q
Hence,
G2 (D)l p < M2 (6, q) [lla (0, )] 5+ llell g + 1f (0] ] (8)
for any ¢, t€[0,7].
Let us estimate G3 (t) . Using the triangle inequality, we get
t max |as(s,.)| r +Hws(s,)l g
160l < [ et { S5 il + 17 6l s <
0 0<y<L

(9)
t t
< My (6,0 {[max 17 ($)+ ma. o (s @ s+ [ M3 6.0 s 5 s,

0<s<T 0<s<
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where E' C E .
Combining estimates (7), (8), and (9), we get

[well g < My (6) [[Apll g + Mz (6,4) [[le (0, )| g + llepll iz + [1F O) 2] +

t t
002 0.0) | | 190+ gmo o (5 e | s+ [ 314 8,0) o 9} .

Using Gronwall’s inequality, we can write

Jwil| g < MyeMs(0aT

where

— !/
My = M3 0.0) 15+ D O+ e+ 17 OV o 17 (9l + g, o (5.)

(10)
Finally, combining estimates (10) and (5) it completes the proof of Theorem 1.

2 Stability of difference scheme

For the approximate solution of problem (1) we present the first order of accuracy difference scheme

k k—1 k k k k
nom " Unm _ Ynilm41" %n m+1 + Uy m+1"Un,m 4 k +fk
P dnm n,m»

T o h h

u.

/im =f (tk7$n,ym) y nym = ¢ (xmym) y Tn = nh, Ym = mh,

tr=k7, 1<kE<N, 1<nm<M-1, Mh=L, Nt=T,

(11)

u%m =@ (Tn,Ym), 0<n,m< M,

u’&m:O, ufw:O, 0<kE<N,0<n,m<M,

uﬁ}m:a(tk,ym), 0<E<N,0<m<M, s= L%J

To formulate the results on difference problem, we introduce the Banach space
C, (B) = C([0,T], . E)
of all grid functions
¢ = {6 (tr) }1o
defined on
0,7, ={ty: ty=k7, 0<k<N, Nt =T}
with values in F equipped with the norm
167l () = o5 ¢ (te)ll g -
Let C), = C and ¢!V = ¢tV be spaces of all grid functions ¥" = {1y}
h [0,L];,x[0,L],, h [0,L],, x[0,L],, P g nm Jm p=1

defined on [0, L], x [0, L], = {zn = nh, ym =mh, 0 <n,m < M} equipped with the norms

J+]

o, = ogg}%}éM |¢n7m‘ s
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Hiﬁth}gD = Hwthh + %ogzaéw lgnrlnaSXM |¢n,m - wn,m—l‘ + % 1352’%\/[051;2(]\4 |wn,m - wn—l,m‘ )

respectively.
Moreover, we introduce difference neutron transport operator A,

M—1
Ay = — {unJrl,erl — Un,m+1 + Unm+1 — un,m}
h h n,m=1
acting in the space of grid functions u* = {un,m}f\l/{m:l , om =0, upp =0, 0<n,m<M.

Then, the following theorem on stability of problem (11) is established.
Theorem 2. For the solution of problem (11), the following stability estimates hold
M

k k=1 N N M
{W} + H{{u,’;m}k:l} + HPTHCT <
- ~ n,m=0 CT( (1>)
n,m=0 C+(Ch) h
1,h o e Y
< M1 (g) [l o + (7], + {””} i
k=2) 1.m=0 C
’ T(Ch)

M

ok _ok-1Y N LM
e e
{ T }k:2 { m}m—o C[O,L}h

m=0llc,(clo,L],)

Proof. For the solution of difference scheme (11), we consider substitution

k k k
n,m " Gn,m + wn,m?

u
where
qn.m = 4 (xm ym) )

and 7F is the grid function determined by

k - 0 n* =t

=Y "pir, ° =0, pr=-"—"—, 0<k<N.
, T
=1

It is easy to see that grid function {{wn m}k—l} is the solution of difference scheme
’ =) n,m=0
w'ﬁ,m_w!fi;& _ wl’:b+1,m+1_w7k1i,m+l _|_ w"ri,m«l»l_wfz,m
T - h h

+,,,,]€ |:(In+1,m+;1*Qn,m+l + Qn,m+;L*Qn,mi| + f (tkyx'n,,ym) ,

fﬁ,m = f (tk,xn,ym) y Qnom = (4 (‘Tmym) y Ip = nh, Ym = mh,

th=kr, 1<k<N, 1<nm<M-1, Mh=L, Nt =T,
Wl = (Tnym), 0<n,m < M,

w’g’mzo, ufw:(), 0<kEZSN,0<nm<M,

wh :a(tk>ym)7 OSkSN,0§m§M73:L%J‘

s,m

(12)

(13)
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Difference derivative of (12) can be written as

k k—1 k k—1 k k—1 k k—1
Upm — Upm n—n Wpm — Wnom Wypm — Wnom
= Gnm + ——————— =DPkQpm + ————. (14)
T T T T
Hence, - -
u'lfl,m_u"a_fﬂ _ wﬁ,m_wn,_'m
Pk = s = (15)
dn,m

for n,mand k, 1 <n,m < M —1and 1 < k < N. Applying the overdetermined condition ulgm in
(15), we obtain that

ulgm*u?;ﬂl wljmfwief_ﬂl
Pk = B —
qds,m
Using the triangle inequality, we obtain
k k—1 k k—1
uy o —u Wy — W
|pk| S M7 (q) [ S,m S,m + S,m s,m ]
T T
for all 0 < k < N. From that it follows,
N
|k < M@ H{} +
T, k=1l oo, (16)
k k—1 N
ws,m_wsym
o
k=le. (c(o.L), x[0,L],, E))
Now using substitution (14) we get
ufz,m - ufz,_n}b wsz,m - wﬁ,_rr%
= + PkGn,m-
-
Applying the triangle inequality, we obtain
N N
g, ) :
k=1 C[O,T}T k=1 CT(C([O,L}hX[O,L]h)) (17)
M
N M
+H{Pk}k=1H H{{qnm}nzl} _
clo,1], m=1llc(jo,L], x[0,L],)
for all 0 < k < N. We can rewrite difference scheme (13) in the abstract form as
wi —wy ! ko ok h
b — 4 Apwi + 0" Aq = " (L),
(18)

wh=¢" n° =0, ty=kr, L<k<N, Nr=T

in a Banach space C; (E) = C ([0,T],., E) with the positive operator A, defined by

h + h

9

M-—1
Aruh {un—l-l,m—l-l — Un,m+1 Un,m+1 — Un,m }
h = -

n,m=1
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acting on grid functions u» such that satisfies the condition u» = {1L,17,,1}7]14m:1 s Uom = 0, upo =0,

0<nm< M.
For equation (18) we have that
a(ty) — wh
wy = Ry~ + Rr (Aq( ’“; S <tk>) :

s

for all k, 1 <k < N, where R = (I + TAh)71 . By recurrence relations, we get

k . k . . k .
wf = RFM + Zl Rk*”lqlsa (t;) Aq — 231 Rk*”lqlsw;Aq + 231 RF=1HLr fh (1)
1= 1= 1=

for any k, 1 < k < N. Taking the difference derivative of both sides, we obtain that

k_, k=1 _ k . .
wy —Wwy — Rk_f'k 1@}1_‘_ q%a (tk;) Aq+ Z (Rk—z—H _sz—z) q%a (tz) Aq—

T =1
~Lwkdg = 3 (RF - R LwlAg+ 7 (1) + 30 (REH — RY) fh (1)
S :1

=1 7

Applying the formula,

(Rk_i—H - Rk_i) ¥ ($57 ym) +

NgES

(Rk’—i-‘rl _ Rk—z) wé —
1

<.
I

k
=1

~

j—1

+ Zk (Rk—i—H _ Rk—i) Zl wg—wg T
T
i=1 =1

and changing the order of summation, we get

k
(R0 — Rb=i) i = ; (RF=+1 — RE=) o (24, ym) +

k
=1

~
=

J Jj—1

4 zk: zk: (kaiJrl _ kai) Ws—Ws
J=1i=j T

Consequently, we obtain the following presentation for the solution of equation (13)

kg k=1 _ k . ,
UnTWh BRRMTL b Za(tr) Ag+ 21 (RE= — RM1) (i) Ag—
1=
1,k b kel _ iy 1 h M kil _ i) wlowi™!
— s wiAg — X (R - R )EAqgo (s,Ym) — 21 '(R — RFT1) W= gy
J=11=)

i=1

+fh (tk) + Z (Rk;—i—i—l _ Rk—z‘) fh (tz)

2

Applying the definition of norm of the spaces Cr (E) = C ([0,T],, E) and methods of monograph [20],

k
=1
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we can write,

_ N
{ wfz,miwﬁy'”}« }
T
k=1

1h a]:mfak_l N M 1M
ol + | {2 L LR
k=2 m=0 C‘r( o

clo,L],)

N M
=
< Mz (q) ||<P”HC}<1>+ {{T} } +

k=2 _
n,m—O CT (Ch)

c-(c([0,L],x[0,L],,))

(19)
Finally, combining estimates (16), (17), and (19), it completes the proof of Theorem 2.

3 Numerical experiments

In this section, we study the numerical solution of the neutron transport identification problem
with initial condition

( Oult,, dult,z, dult,z, . )
u(af Y — u(af Y 4 u(a; ) +p(t)sinmxsinmy + f (t,2,y),

f(t,x,y) = —e ?(3sin 7w sin Ty + 7 cos mx sin Ty + 7 sin 7 cos wY),

te (0,1, x,y € (0,1],

u(0,z,y) =sinwrsinmy, z,y € [0,1], (20)
u(t,0,y) =0, t €[0,1], y € [0,1],

u(t,z,0)=0, t €[0,1], =z €0,1],

u(t, 5,y) = e *sinmy, te0,1], ye[0,1].

—2t

The exact solution of problem is wu(t,x,y) = e “*sinmzsinmy and for the control parameter

p(t)=e?.
For the approximate solution of problem (20), we get the following first order of accuracy difference

scheme
( k k—1 k k k k
Up,m—Un,m __ un+1,m+1_un,m+1 + un,m+1_un,m + 13 _l_fk;
pe = n 7 P dnm n,m»
k

_ 72t . . . .
nm = —€ k (3 SIN Ty, SIN MYy, + T COS MLy, SIN MYy, + T SIN TLy, COS ﬂym),

Gn,m = SN TTy, SIN TYypy, Ty = nh, Yy = mh, t, = kT,

L<k<N, 0<nm<M-—1, Mh=1, N7=1, (21)
u?ljm =sinmxy, sinmym,, 0 <n,m < M,
uf =0, uky=0, 0<k<N,0<nm<M,

ukb  =e2rsinmy,, 0<E<N,0<m<M,s= L%J
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For the solution of difference scheme (21), we consider the substitution

k k k
un,m =1 4n,m + wn,m?

where

k

kE _ § : 0 _
n = pi T, N = Oa

i=1

w? . is the solution of difference scheme
I’
k—1 k k k k
( wfz,mfwn,m _ wn+1,m+1_wn,m+1 wn,m+1_wn,m
T - h + h +

+nk qn+l,m+}—b_qn,m+1 + qn,m+;l_Qn,m:| _’_f’rl;m’

1<kE<N, 1<n,m<M,

w,ol’m =sin 7z, sin 1y, 0<n,m < M,
Wo =0, wpg=0, 0<k<N, 0<nm<M

o= uls‘;’m — wé“’m B e~ 2 sin Ty, — wf,m
- - 9
qs,m qs,m
o = 1 (e7 2 — e~ 2tk—1) sin 7y, — (wfm - w’(j;nl)
T SIin X ¢ SIN TYp,

for any k, 1 <k < N.
It is easy to see that (24) and (25) can be written in the matrix form

B . . M
AwP +Buw 1t =¢F 1<k <N, v = {sinrz, SIN T Yim } o »
where
k=2t |Sin7TTni1 SN TYm 41 —SIN ALy SINTYm41 | SINTTp SINTY 41 —SID Ty, SIDTYm
Qpn,m =e h + h

—e~ 2k (3 sin 7, Sin TYy, + T COS Ty SIN Yy, + T SIN Ty, COS TYim ),

1<n,m< M, gplgym:(), gofl,ozo, 1<nm<M.

(22)

(23)

(25)

(26)

Here A and B are (M 4 1) x (M 4 1) x (N + 1) square matrices, w* and ¥ are (M +1) x (M +1) x 1

k

column matrices. First, we obtain w® by formula

wF = —AT'BwF M+ AT, 1 <k < N,uw® = {sinmzy, sinﬂym}M

Second, applying formulas (22) and (26), we get p* and u*.

n,m=0 *
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4 Error analysis

Now, we will give the results of the numerical analysis. In order to get the solution of (21), we used
MATLAB program. The errors are computed by

N, _
Eyru = max  max

k N k
—~ ENp = ’ _ ’
0<k<N 0<n,m< M Ut Tns Ym) = Unm| - p= max p(ty) —p

1<k<N

of the numerical solutions for different values of M and N, where u(tg, Zn, ym) represents the exact

solution, uflm represents the numerical solution at (tx, zn, ym), p(tx) represents the exact solution, and

p¥ represents the numerical solution at t;. Now, let us give the obtained numerical results (Table).
Table

Error analysis of first order DS

Error | N=M=10 | N=M=20 | N=M =40 | N=M =80
ENuw | 0.1813 0.0952 0.0488 0.0247
E¥p 1 0.0698 0.0481 0.0264 0.0137

The obtained results indicate that when the numerical parameters N and M are multiplied by two,
the errors in the solution for first order difference scheme (21) decrease by approximately half.

Conclusion

In this study, we consider an inverse problem related to the two-dimensional neutron transport
equation with a time-dependent source control parameter. For the approximate solution of this prob-
lem, a first-order accuracy difference scheme is constructed. A finite difference scheme is presented for
identifying the control parameter. Stability inequalities for the solution of this problem are established.
The results of a numerical experiment are presented, and the accuracy of the solution for this inverse
problem is discussed.
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