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We study the global solvability and unsolvability of a nonlinear diffusion system with nonlinear boundary
conditions in the case of slow diffusion. We obtain the critical exponent of the Fujita type and the critical
global existence exponent, which plays a significant part in analyzing the qualitative characteristics of
nonlinear models of reaction-diffusion, heat transfer, filtration, and other physical, chemical, and biological
processes. In the global solvability case, the key components of the asymptotic solutions are obtained.
Iterative methods, which quickly converge to the exact solution while maintaining the qualitative characteris-
tics of the nonlinear processes under study, are known to require the presence of an appropriate initial
approximation. This presents a significant challenge for the numerical solution of nonlinear problems. A
successful selection of initial approximations allows for the resolution of this challenge, which depends on the
value of the numerical parameters of the equation, which are primarily in the computations recommended
using an asymptotic formula. Using the asymptotics of self-similar solutions as the initial approximation
for the iterative process, numerical calculations and analysis of the results are carried out. The outcomes of
numerical experiments demonstrate that the results are in excellent accord with the physics of the process
under consideration of the nonlinear diffusion system.
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Introduction

The source for this article’s discussion of the doubly degenerate parabolic equations is as follows:

ou; 0 [|ouf|" " oul . ,
%~ o7\ Tz 7 +u;', rERL, t>0, i=1,2, (1)
coupled through nonlinear boundary conditions:
oul |1 ok ,
-5 A w0, t>0 =12, (2)
=0

where m > 1, k > 1, and ¢;, p; > 0 are numerical parameters. The following preliminary information
should be considered:

uil;—g = uio(r), i =1, 2. (3)

It is expected that the function and its corresponding first- and second-order derivatives conform to a
set of criteria. Specifically, these derivatives should exhibit a degree of continuity, non-negativity, and
compactness within the domain of R..
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Population dynamics, heat transfer, chemical processes, and other phenomena all use parabolic
equations with nonlinearity (1).

The functions u; (¢, x), ua(t, ) represent the biological two populations’ densities during migration,
the thickness of two types of chemical reagents during a chemical reaction, and the temperatures of
two various sorts of materials during propagation. By incorporating the dependent on the power-law
of shear stress and displacement velocity, equation (1) becomes an invaluable tool for analyzing a
liquid medium with inconsistent fluxes. This allows for a comprehensive understanding of the complex
dynamics and behavior exhibited under polytropic conditions, providing specialized professionals and
enthusiasts with the means to look into the details of these systems.

Parabolic equations (1) with nonlinearity have a significant role in several scientific fields, such as
population dynamics, heat transfer, chemical reactions, and many others. They are widely employed to
investigate a variety of phenomena, such as the biological densities of two populations during migration
and the thickness of two different kinds of chemical reagents during a chemical reaction. These equations
are also used to determine the temperature of two different types of materials during propagation. In
population dynamics, the functions u; (¢, x), ua(t, z) describe the growth or decline of animal or plant
populations. Similarly, in heat transfer, they help to determine the heat flux in a material with varying
temperatures. Furthermore, they are used to describe unsteady flows in a liquid media, especially when
shear stress and displacement velocity exhibit a power-law relationship.

The local presence of ineffective solutions to problem (1)—(3) in the problem-solving domain has
been a topic of much discussion and analysis. The strict testing and experimentation conducted in this
field have consistently shown that the usual integration method is a reliable approach for determining
this specific phenomenon. This widely acknowledged fact within the community of experts demonstrates
the thorough knowledge and expertise that underpins our understanding of complex systems. Moreover,
it is worth mentioning that such a local existence can be easily established and understood by applying
the comparison principle, which has been extensively reviewed in several studies (|1; 316], [2; 26],
[3-11]). Therefore, it is safe to say that the determination of the local existence in this particular
problem can be achieved with a high level of accuracy and precision, using the appropriate tools and
methods at hand.

The study of nonlinear parabolic systems has piqued the interest of researchers all around the
world. With the aim of understanding the global existence and blow-up conditions of such systems,
researchers have employed diverse techniques and strategies to investigate this phenomenon. The
existing literature in this area is extensive, with several noteworthy contributions from experts in
the field (see [1; 176], [2,3,7-9,12] and references therein). The essential for several nonlinear parabolic
equations in mathematical physics, the Fujita exponent is one of the major topics of research, which has
drawn significant attention from mathematicians. Researchers have delved deep into this area, studying
various aspects of critical Fujita exponents in great detail (see [2,10,11,13-16] and references therein).
Overall, the understanding of nonlinear parabolic systems’ global existence and blow-up circumstances,
as well as the critical Fujita exponent, continues to be an area of active research. With further study
and investigation, researchers hope to gain deeper insights into these systems, leading to a better
understanding of the complex phenomena that underlie them.

Let us now consider and revisit some well-known results. In the research conducted by V.A. Galak-
tionov, and H.A. Levine mentioned in reference [4], they extensively investigated the situation using a
single equation

UtZ(Uk)m, x>0, 0<t<T,
—(uF)(0,¢) =ud(0,t), 0<t<T, (4)
u(ac,()) = UO(x); xT > 0,
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and the gradient diffusion heat conduction equation

U = (]um\k_lux) , x>0, 0<t<T,

T
— |ua[F ug (0,8) = w?(0,8),  0<t<T, (5)
u(z,0) = up(z), x>0,

with £ > 1, ¢ > 0, and up has compact support. It has been established that for the problem (4),

1
Qo = §(k +1) is the critical global exponent, where ¢. = k+1 is the crucial Fujita exponent, as opposed

2k
to (5), the critical Fujita exponent is g. = 2k as well as the critical global exponent being gy = T
In [5] authors analyzed the following issue with single equation and gradient diffusion:
p@yur = (Jual*uz) +p(a)u®,  (2,t) € Ry x (0, +0),
xX
- ‘U:Jc|k_2 uz(0,t) = u™(0,1), t>0, (6)
u(z,0) = ugp(x) >0, r € Ry,

with k > 2, 8, m >0, p(x) = 27", n € R, up(z) is a bounded, continuous, nonnegative, and nontrivial
initial value. They determined that the problem (6):

. 2-n)k-1)
—incaseof 0 < < 1,and 0 <m < R — the issue can be resolved globally;
-n
. C-n)k-1) .
—in case of § < 1, and m > R e— the issue has a blow-up solution.
n

Consideration of the following problem is the focus of the research conducted by Zhaoyin Xiang,
Chunlai Mu, and Yulan Wang in their study published in [12]. The problem under scrutiny has been
given thorough attention and analysis by the researchers.

(

ou 9 (|oum " gum
oo o | G (@.8) € Ry x (0.7) )
_ 5 Z, S X ) )
dv 0 (|oum]” guma ’
\ ot ox oz Ox
¢ ‘Buml P12 o1 . (0 t)
_ — 11
0 0 _ ’
avrfzz p2—2 avfzg z=0 ) te (O,T), (8)
- = u?(0,t)
‘ Ox or |,
) X b
v(x,0) = vo(x "

where m; > 1, p; > 2, ¢; >0, i = 1,2. They determined that:

(i) in case of qig2 < ((p1 — 1)(p2 — 1)(m1 + 1)(me + 1))/p1p2 the problem’s every nonnegative
solutions (7)—(9) are all global in time;

(ii) in case of q1g2 > ((p1—1)(p2—1)(m1+1)(ma2+1))/p1p2, then the problem (7)—(9) has solutions
that blow-up in a limited length of time.

If qrg2 > ((pr — 1)(p2 — 1)(ma1 + 1)(m2 + 1)) /p1p2:

(i) in case of min{a; + f1, @2 + B2} > 0, then solution of the problem (7)-(9) is global in time;

(ii) in case of max{a; + 1,22 + B2} < 0, then the solution of problem (7)—(9) is blow-up.
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Many mathematical models of nonlinear cross-diffusion in [17,18] are described using nonlinearly
linked partial differential equation systems. Finding explicit analytical solutions for these systems is
difficult, though. To tackle the complexities of these systems, researchers have delved into the realm
of numerical methods, employing them to derive approximations. In their pursuit, they have turned to
the use of nonlinear parabolic equations, coupled with nonlinear boundary conditions, as a means to
accurately describe and analyze these intricate systems. By harnessing the power of these mathematical
tools, deeper investigation of the intricacies is possible for researchers and intricacies of these complex
phenomena, providing valuable insights that pave the way for advancements in their respective fields.
To investigate the qualitative properties of a cross-diffusion system with nonlocal boundary conditions
and nonlinearity, self-similar analysis and the standard equation approach have been employed. The
results of these studies have helped researchers understand the behavior of these systems under different
conditions. Despite the challenges posed by the nonlinearly coupled systems of partial differential
equations, and improvements in numerical techniques have paved the way for obtaining accurate
approximations, thus making significant contributions to the field of nonlinear cross-diffusion. The
quest for further exploration and understanding of these systems continues to fuel research in this
area. The situation of slow diffusion, researchers have devised several self-similar solutions to tackle
the cross-diffusion problem. The intricate nature of a nonlinear cross-diffusion system, comprised of
interconnected parabolic equations, poses a significant challenge in the realm of mathematical analysis.
These complex systems often exhibit behavior that defies traditional methods of solution due to the
presence of nonlinear boundary conditions. As a result, finding global solutions becomes an arduous
task requiring advanced computational techniques and deep understanding of the underlying dynamics
at play. Self-similar analysis and the comparison principle were used to identify the critical exponents,
namely the global solvability and Fujita type critical exponents. The comparison theorem has further
enabled researchers to establish upper and lower limits for global solutions and blow-up solutions,
respectively. These findings underscore the importance of carefully considering numerical parameters
when dealing with slow-diffusion scenarios.

This article, influenced by the works we have mentioned earlier, serves a twofold purpose. First,
it aims to identify the (1)—(3) system’s essential global existence curve, and in order to achieve that,
the article emphasizes the importance of constructing self-similar super-solution and sub-solution.
Second, the essay presents a theory regarding the critical curve of the Fujita type supported by certain
recent findings. As opposed to dealing with a single equation, we are dealing with a system, we need
to devise some innovative strategies to tackle the challenges that come with it. In conclusion, this
article is a valuable addition to the literature on critical global existence curves, self-similar super- and
subsolutions, and the critical curve of the Fujita type.

It is widely accepted in the field of mathematics that degenerate equations often lack classical
solutions. When confronted with such equations, mathematicians have to find other solutions that are
more general in nature. In conclusion, while degenerate equations may present unique challenges, there
are still various ways to approach them and derive meaningful solutions.

Definition. The function wu(z,t) is viewed as an insufficient solution to problems (1)—(3) in
Ouk| ™1 Quk
ox ox
(1)-(3) with regard to distribution in 2, where the longest time period that can be allowed is 7' > 0,
see [5].

Q={(0,400) x (0,7)}, if 0 < u;(x,t) € C(Q),

€ C(Q), 1 =1,2,if it complies with

1  Main results

Solutions to the global existence and nonexistence theorems play a crucial role in understanding
complex systems. To further explore this topic, it is necessary to discuss the creation of self-similar sub-
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and super-solutions to equations (1)—(3). These solutions provide valuable insights into the behavior of
these equations under various conditions. By examining the properties of sub-solutions, we can gain a
deeper understanding of how certain factors contribute to the existence of global solutions. As opposed
to that, studying super-solutions allows us to analyze situations where nonexistence solutions arise.
This comprehensive approach enables researchers and professionals to make informed decisions when
dealing with complex systems in their respective fields.

We will use the comparison principle to prove our first theorem, which focuses on determining
the conditions necessary for the global solution of problem (1)—(3). By establishing a framework for
analyzing self-similar sub-solutions and super-solutions, we gain valuable insights into the intricacies
of global existence and nonexistence solutions. This theorem represents a significant advancement in
our understanding of complex systems, as it showcases the interplay between comparison principles
and the concept of self-similarity. The comprehensive examination of these factors allows us to delve
deeper into the realm of global solutions, providing a solid foundation for further research and analysis
in this field. Our findings highlight the importance of considering self-similar sub- and super-solutions
when studying problems with global implications.

2

m
Theorem 1. If riry < —— (k+1—s1)(k+1—s2), then every nonnegative solution of the
m

problem (1)—(3) is global in time.

Proof. By emphasizing the construction of a self-similar super-solution, one can gain an additional
understanding of the theorem and its intricate nuances. This particular super-solution serves as a
powerful demonstration of the theorem’s validity and its ability to address complex problems. Through
meticulous analysis, it becomes evident that this super-solution possesses certain limitations for any
given t > 0. As researchers strive towards achieving their objective, their attention has been directed
towards the identification and analysis of strict super-solutions that conform to the self-similar form.
These endeavors pave the way for a more comprehensive understanding of the intricacies involved in
this intricate realm of study,

1
’[Li(t,l‘) = ehzi_l (N + e_Kiace*hZit> k ’ (10)

where K; > 0, hgi_lygz‘ >0, N = maX{HfLZH];O + 1} i1 =1,2.

Using comparison principles and the substitution of (10) into (1)-(2), it has been determined:

ou; . hot\ E . RV o —hgst\ EL
o _ h2i—1 . €h2l71t . (N + e—Klane 2i ) + e(hgz,l—hgl)t . % . Kz - h2i (N + e—chce 2i ) >
1
. _K:re—h2it\ & . 1

> hoj_jelzi-tt (N + g~ Kime™ ) > ho; 121N K,
a [|ouk|mtouk e,

3 2 m+1 [ho;—1km—(m+1)ho;]t —mK;ze hait m+1 [hoi—1km—(m+1)ho;|t
oz \| ox gz ) =M Toxe < mAGTT e i

ey o _ I pe—hoit f o Sq
ufz — 651h2171t (N +e Kize "2 > S 651h2171t (N + 1) k ,
—kym—1 9~k
ou; ou;
Ox ox

The solution #; is regarded as global, if inequalities:

— Kme(h%flk'*h%)mt ’ITL”
(]

.
; 3—1‘30:0 = et (N 4 1)%

=0

+u

7

i=1,2, (11)

ou; 0 <‘ ouk
>

m=1ouk
ot = dx\| ox )

ox

32 Bulletin of the Karaganda University



On the behaviors of solutions ...

hold for any z € Ry, t > 0. Eventually, the following expressions have been achieved using the
computations above in (11):

1 s
h2i—16h2i71tNE > mKZm-i-le[h2i71kmf(m+1)h2¢}t + eSihzi-1t (N+1)%,
Kime(hm‘flk—hzi)mt — elihs—2it (N + 1)% 7

Ki= (N + 1), rihs o = (hgi 1k — ha)m, i =1,2,

hoit > hai_1km — (m + Dho; + sihai_1, hik — hy = —hs,
m

T2
hak — hy = _2hy,
m
(k‘m +s; — 1) hoi—1

ha; > ,
m+1
km+s1—1)h
bk — Ty > s Db
m m—+1
T km+so—1)h
hgk——lhlz( 2= Uhs
m m—+1

Thus, it is evident that for the solution of the problem (1)—(3) to be global in time, the last inequality
should always hold for any m > 1, k > 1, as the theorem proves.

2
m
Remark. Theorem 1 demonstrates that riry = <+1> (k+1—s1)(k+1— s2) is critical global
m

existence of the problem (1)—(3).
m(p3—; — 1)(pi + k) m(p3—; — 1)(pi + k)

= (m £ 1) or p; > 1, and r; < (i~ D)(m+1)
then, each of the solutions to (1)—(3) blows up.

Theorem 2. If 0 < p; <1, and ¢; >

Proof. To prove the theorem, it was necessary to search for sub-solutions of the problem (1)—(3),
and this was achieved by looking for them in the next form:

wi(t,w) =t fi(&),  &=at™, (12)
n 1 5 pi — km 19
where o = ——, 3; = , 1=1,2.
C—p A - Dmt )

By analyzing the super-solutions obtained from equation (12), we can observe the emergence of
a self-similar form in the resulting equations (1)—(3). These self-similar inequalities and boundary
conditions play a pivotal role in determining whether a solution is deemed as a blow-up solution
or not. It is imperative to adhere to these self-similar inequalities and boundary conditions in order
to accurately classify and understand the behavior of the system under study. The presence of such
intricate relationships highlights the complexity of the problem at hand, requiring a comprehensive
and meticulous approach for its exploration. To fully comprehend the underlying dynamics, further
research and analysis are warranted to delve deeper into these self-similar forms and their implications
on the overall system:

d (|dr o ,
_ SR Pi
d&(‘ dé; d&) + Bzgzd& a; fi + fz >0, (13)
Oul |1 guf
|9 Y < o0 ‘
or or o0 — QS—@(Ovt) (14)
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Let

_m
m+1 m+1 ) mk—1

ﬁ@n=&<%m—fwl (15)

By substituting equation (15) into inequalities (13) and (14), we can derive the necessary conditions
that unequivocally illustrate the occurrence of equation (14) under all circumstances. This crucial step
not only solidifies our understanding of the underlying principles, but also provides a robust framework
for further analysis and exploration within this complex system:

km+1\" [ m+1 m+1
AR > gi———A4;
(mk—l) (mk—l) ! _Bmk—l ’

mk—1\" T

—_m L( ._1)
Di D; m+1l m+1\ mk—1 m+1 m+1\ mk—1 \Pi
1 1 m m m m
fit=4" ;™ ¢ a;™ —¢ <

A >

+ +
by DD L ma\ T
; mk—1 m m
< Aj'a; (ai & > ’
+
(m41) (5 1) k(m+1)\"
pi k-1 A. mk
Afa; ™ Z%&+Ai<nm_1 '

By taking
(me+1)(p; —1) . .
a, ™1 > AP AR

)

mk — 1

E(m + 1)) "

m(ps—; — 1)(pi + k)
(pi —1)(m +1)
be taken sufficient to prevent inequalities (13) and (14) are valid. Because of this, if the initial data
ui(x,0), uz(x,0) are large enough that wuip(z) > wy(x,0), uge(x) > usy(x,0), then u,(t,x), ¢ = 1,2
is a subsolution to (1)—(3). In accordance with the comparison principle, it is established that when
dealing with a substantial amount of initial data, the solutions provided in (1)—(3) will eventually blow
up within a finite time frame. The comprehensive proof has been successfully concluded, cementing

this understanding.

0 <p; <1,and ¢ > can be easily checked and ensure that A;, and As can

m+1 k k
(1)—(3) blows up in finite time.

m(k+ 1)\ 1 1 ,
Theorem 8. If qiqgo < | —————| , and p; > | 1+ — | m 4+ —, then every solution of problem

Proof. 1t is vital to comprehend that the delineated by (1)—(3) can be convincingly shown for
equations that lack a source. The necessary conditions for this to occur can be satisfied entirely through
internal mechanisms. As such, we proceed to build our targeted solution in a subsequent manner.

wp(t,x) =t"gi(&), & =at, (16)
where g; are two compactly supported functions,
m[m(k + 1) + (m + 1)qg;]
(m(k +1))? — (m + 1)2qiq3—;’
m[mk(k+ 1)+ (mk — 1)g;] — (m + 1)q1g2
(mlk+ 1)) — (m+ 1Pqgs:

i =

Yi =
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We now insert (16) into (1)—(3) and derive the following result:

d (|dgk|" " dgf

e : : 118 191 > Oa 17

d&(‘d& d@-)”gdg it > an
dgk|™ 1 dg¥ .

- 7 1 S gqil 0). 18

Finding self-similar solutions to the issue (17), (18) is now necessary.
Let

Gi(&) = Bi(b; — &) k-1, (19)

then by inserting (19) into (17), and (18), we obtain

dg_h;_ B;m _m g
@ mk—l(b - &)
dgi = Bim b e k=1 —
%@d& Higi = —m&( i—gi)m - — M z( ﬁz)m
Bim
= i = &) By (b - &) (b - ) 2

b;B;im mo_ ]
> — — wibiB; | (bi = &),
- (mk -1 pab >(b & )+

Lk m+1
gZ mk m m an—l_l
= B; k™ (b — & >
dé; i (mk - 1) (b = &)

d
dg;

m 1]
> . i i . ¢ \mk—1
jel szz <M7, + mk — 1) (b’L §1)+ )

Bmk71>bi mk — 1 m n m
i — km m bt k=1

dgk|m=1dgk _
_ | Il < g8 (o).
dé; d&i|¢,— !

dgf "
dg;

The following benefits result from applying comparison principles to the aforementioned expressions:

dgf m_ldgzk k 1 m—1 _m___q
_ Bf (b, — £)mF-1 -(Bk b — &) mRT ) _
‘dfi d&ile,— P (b = &) P(bi—&)7 6o
m_ q;m
= By (b — g)PETTIM — ppET < pg
&i=
. . 1 1 ,
And this illustrates unequivocally that when p; > | 1+ z|m + = equations (17) and (18) hold true.

The concept of comparison leads us to conclude that (1)—(3) have solutions that invariably end in
blow-up in a finite amount of time.

Theorem 4. If 12 < (m (k + 1))2, and p; > 1, then every solution of the problem (1)—(3) is blow-up
in finite time.
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Proof. The same approach used in [11,18] can be used to establish Theorem 4.
Let us demonstrate how self-similar solutions asymptotically behave.

m(k+1)

The case >
q192 ]

2
1
) , and — < p; < 1. Take into account the following self-similar solution
m

of (1)—(3).

Auxiliary systems of equations are a fundamental aspect of mathematical problem-solving in
various fields. The intricacy of these systems can often be overwhelming, but with the right methods
and techniques, they can be simplified. Through the application of specific transformations, such
as substitution or elimination, the complex nature of these systems can be broken down into more
manageable components. These methods have been extensively studied and proven effective in numerous
academic research papers. By implementing these strategies, professionals and enthusiasts alike can
confidently approach and solve even the most intricate auxiliary systems of equations:

ui(z,t) = (T + ) (&), & = o(T + )7,

where «; and (3; parameters defined above.

d dgof mﬂd«pf dy; .

wlde] ) raete e atizo 2
dpk|m =t dpk .

— ! G = a2’ (0). 21

Let us consider the function

m

1
N 87 (mk — 1)
pi(&) = (di — D;§; ™ , d; R —
7i(€) ( 3 ) >0 s

Theorem 5. The compactly supported solution of problem (20)-(21) has the asymptotic

vi(&i) = @i(&)(1 +o(1)),

d. m”il
hen & — | — = &o.
when & — D, &io

Proof. The function ¢; is looked for in the following form
vi(&) = @i(&)wi(ni)-

It is enough to show that w; ~ 1. Let

m+1 . :
7 =—1In (di - D > , and 7 S50 Joo, (22)
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Upon substituting (22) into (20)-(21) we get the next expressions:

_m

oi(&) =¢€" mzn—lm, vi(&) =€ m;cn—lniwi, & = (di _ 6,,“) P | D‘_miJrl7

i (mt1) prt (di — e*m)m%l
dn; m : ’

m+1 m

dp; . _
L aipi + ;' = P () el ~mk=1)m (di — 677’1) X

d&;

Bi&i

m

/ m __m ni __mpg i, Di

X | wy — ———w; | —aye mb—1Tw;, e mh=17"
k
dep;

mk —1
d
Cl§z< dg;

m—1 k m+1
dS"z‘) _ (m“> preli= e
x (di — ™) | (Liw)™) + <t m (Liw)™
! ! di—e™m mk—1 ! ’

' k
where L;w = (wf) — m—wf
mk —1

Now (20) takes a next look:

m 1

((Liw)™) + <a1(77i) - ;n_ ) (Liw)™ + az(mi)w; " Liw — az(ni)wi + as(ni)wl’ = 0,

B mo\
d; — i’ a2(77z‘)—zm ’

where a1(n;) =

_ m(p;—1)

m—+1
m - ,
alm) = <m+1> D™ ay(n;)e” mE=T " m; € [no; 400).

In a specific region around +oc0, the solutions to the last system fulfill the following inequalities:

k) mk_
wi> 0, (o) = el A0
Assuming that v;(n;) = (L;w)™, then
! m 1-k Di
vi(ni) = = ar(ni) — —— | vi = a2(ni)w; " Liw + as(i) — wiaa(mi)w;" (23)
Furthermore, we consider the functions:
m 1-k Di
Oi(mi, i) = — | ar(ms) = —— | pi = az(mi)w; " Liw + a3 (i) — wiaa(mi)wy", (24)

where p; € R.

The functions 6;(n;, p;) keep the sign for interval [n;;+00) C [m0;+0o0) regarding each fixed
value p;. Therefore, the functions 6;(n;, u;) satisfies one of the following inequalities, for all n; €
(1135 +00),

v; >0, or v; <0, (25)
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from what one can conclude that when n; € [n1;; +00):

ml_lgrloom(m) = ml—1>r£ooa3(m) =0,

m
& —  lim as( )_@ _m
27 R = vilm—+1)) ~’
0, if p>1—-k+1,
0 ) m le—m . )
a4_77i£1-ir-looa4(nl)_ (W) dl s if pzzl*k+ﬁ’
+o00, if pi<1—k—i—%.

Suppose now that for the functions v; (n;), a limit 7; — 400 does not exist. It should be taken into
account the situation where one of the inequalities (25) holds. As v; (n;) are oscillating functions around
7; = 4, and in [n;; +00), the intersection of this straight line’s graph with itself is infinite.

But given that in the interval [1;;; +00), this is not possible. Since there is only one real inequality (25),
it follows from (24) that the graph of the function v; (n;) only crosses the straight line 7; = p;, once
over the interval [11;; +00). The function v; (;) therefore has a limit at n — 4o0.

The functions v; (1;) are assumed they have a limit at 7 — +o0o. Then, w; (1;) has a limit at
1N — 400, and this limit is zero. Then

mk " 0 km
vi () = (mk = 1> (@) " +o.
at n — +oo.

Furthermore, by (23) functions v; (n;) derivatives have limits at 7 — 400, which are plainly equal
to zero.
As a result, it is required

m )
n}i—r>noo[<a1(m) — i — 1> v; + ag(m)w}_kLiw — ag(m-) + wia4(m)wfl = 0.

And the following algebraic equations can be obtained

mk mk mkm o™k o mk o 0
mk—1\mk—1 (w) _a2mk—1 v

o (B mk-1 \"\7
(ki) ) !

1. From the last equation (26), it has been achieved that c?)i ~ 1, and thus

or

The best case: c?)i =

@i(&i) = pi(&)wi(m)-

m2(k+1—p1)(k+1—p2)
(m+1)°

ui(t, ) = ci(t +T1)*g:i(&)(1 + o(1)),

1
mk — 1 et Pk —1
where ¢; = b;ivi .
m B;m

Proof. Theorem 6 is demonstrated in a manner similar to that of Theorem 5.

1
Theorem 6. If p; >1 —k+ —, and qiq2 < , then
m
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2 Numerical solution of the problem

Drawing upon the extensive knowledge in the field of numerical analysis, experts have established
that the process of selecting an initial approximation is of utmost importance in maintaining the
nonlinear characteristics of a system of equations. Through rigorous research and analysis, it has been
determined that an ill-suited initial approximation can lead to significant distortions in the accuracy
and efficiency of the numerical solution. As such, professionals in this domain are constantly exploring
innovative techniques and methodologies to ensure optimal selection of initial approximations for
complex systems. Recognizing this significance, a computer experiment was recently undertaken to
investigate the qualitative properties of solutions in relation to the global solvability of the system.
To ensure utmost accuracy in our calculations, we employed equation (1) as our primary tool. This
equation, which takes into account the second order with respect to x and the first order with respect
to t, allows us to accurately model complex systems. By leveraging this approximation method, we
can gain a deeper understanding of intricate phenomena and make informed decisions based on highly
accurate data. The construction of the iterative process for numerical modeling involved employing
the Thomas algorithm to calculate the node values during each step of the iteration. This meticulous
approach guarantees the precision and reliability of the numerical analysis for the given system of
nonlinear equations.

To shed some light on the effectiveness of different approaches, we conducted a series of numerical
experiments. Through these numerical experiments, we were able to gain valuable insights into the
influence of different initial approximations on both the convergence of the solution and the preservation
of the qualitative properties of the intricate nonlinear processes under study. Our findings revealed that
even slight variations in the initial approximations could have a significant impact on the final outcome,
highlighting the importance of careful consideration and precise initialization in computational simula-
tions. These results underscore the necessity for thorough numerical analysis and further emphasize the
intricate nature of these nonlinear systems. Through our experiments, we were able to gather valuable
insights into the behavior of the system of nonlinear equations under different numerical parameters
and boundary conditions.
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-1.00 -0.75 ~0.50 -0.25 0.00 025 0.50 075 1.00

Figure 1. k=10, m =23, p1 =2.1, po =2.0, a1 =1, ae =1
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Figure 2.
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k=17 m=16, p1=28, po=24, a1 =1, ap =1
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Figure 7. k=14, m=17, p1 =16, po =14, a1 =1, ae =1
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Figure 8. k=14, m=17, p1 =16, po =14, a1 =1, as =1

Conclusion

It has been established upper and lower estimates for global and unbounded generalized solutions
and also Fujita-type critical exponents are obtained for a nonlinear mathematical model of the system
of parabolic equations with sources and nonlinear boundary conditions. In the study of a mathematical
model of a nonlinear diffusion equation with a double nonlinearity and a source, it has been confirmed
that perturbations propagate with finite velocity. This finding sheds light on the behavior of solutions
within this complex system, revealing the intricacies of spatial localization. By understanding these
properties, researchers can delve deeper into the dynamics of nonlinear diffusion equations, advancing
our knowledge in this specialized field of study.

An asymptotic behavior of compactly supported generalized solutions of the nonlinear diffusion
problem with a source and with nonlinear damping is proved.

In Figures 1-8, we are presented with a visual representation of the numerical solution to the
boundary value problem (1)—(3). These graphs not only provide a comprehensive view of the solution,
but also showcase the intricate nature of the problem at hand. By examining these figures, one can
discern the complex patterns and behaviors that emerge from this system, further reaffirming the need
for rigorous analysis and research in this field. In this case, the process has the property of a finite
perturbation propagation velocity. The size of the perturbation propagation region increases with time.
The results of numerical experiments provide compelling evidence of the rapid convergence observed
in the iterative process. This phenomenon can be attributed to the meticulous selection of the initial
approximation, a crucial step that sets the foundation for subsequent computations. Through careful
analysis and validation, it becomes evident that this method yields accurate and efficient solutions,
making it a valuable tool for tackling complex problems in various domains. All the figures show that
the increase in the propagation of a disturbance depends on the numerical parameters of the medium.
The numerical experiments conducted in this study have demonstrated the remarkable convergence
rate of the iterative process towards the precise solution. This notable result can be attributed to
the careful selection of an appropriate initial approximation. Notably, regardless of the variation in
numerical parameters, the number of iterations required does not surpass a mere five. Such findings
emphasize the efficiency and reliability of our computational methods in solving complex problems.

Author Contributions

All authors contributed equally to this work.

42 Bulletin of the Karaganda University



On the behaviors of solutions ...

Conflict of Interest

The authors declare no conflict of interest.

References

1 Samarskii, A.A., Galaktionov, V.A., Kurdyumov, S.P., & Mikhailov, A.P. (1995). Blow-up in
Quasilinear Parabolic Fquations. Berlin: Walter de Gruyter.

2 Kalashnikov, A.S. (1987). Some problems of the qualitative theory of non-linear degenerate
parabolic equations of second-order. Russian Mathematical Surveys, 42(2), 169-222. https://doi.org/
10.1070/RM1987v042n02ABEH001309

3 Deng, K., & Levine, H.A. (2000). The role of critical exponents in blow-up theorems. The sequel
J Math Anal Appl., 243, 85-126.

4 Galaktionov, V.A., & Levine, H.A. (1996). On critical Fujita exponents for heat equations with
nonlinear flux conditions on the boundary. Israel J Math, 94, 125-146.

5 Rakhmonov, Z.R., & Tillaev, A.I. (2018). On the behavior of the solution of a nonlinear polytropic
filtration problem with a source and multiple nonlinearities. Nanosystems: physics, chemistry,
mathematics, 9(3), 323-329. https://doi.org/10.17586/2220-8054-2018-9-3-323-329

6 Wu, Z.Q., Zhao, J.N., Yin, J.X., & Li, H.L. (2001). Nonlinear Diffusion Equations. River Edge,
NJ: World Scientific Publishing Co Inc.

7 Levine, H.A. (1990). The role of critical exponents in blow up theorems. SIAM Rev, 32, 262-288.

8 Li, Z.P., Mu, C.L., & Cui, Z.J. (2009). Critical curves for a fast diffusive polytropic filtration
system coupled via nonlinear boundary flux. Math Phys., 60, 284—296.

9 Chen, B., Mi. Y., & Mu Ch. (2011). Global existence and nonexistence for a doubly degenerate
parabolic system coupled via nonlinear boundary flux. Acta Mathematica Scientia, 31(2), 681—
693.

10 Aripov, M.M., Utebaev, D., Kazimbetova, M.M., & Yarlashov, R.Sh. (2023). On convergence of
difference schemes of high accuracy for one pseudo-parabolic Sobolev type equation. Bulletin of
the Karaganda University. Mathematics series, 1(109), 24-37. https://doi.org/10.31489/2023M1/
24-37

11 Aripov, M.M., Utebaev, D., & Nurullaev, Zh.A. (2022). On the convergence of difference schemes
of high accuracy for the equation of ion-acoustic waves in a magnetized plasma. Bulletin of the
Karaganda University. Mathematics series, 4(108), 4-19. https://doi.org/10.31489/2022M4/4-19

12 Zhaoyin, X., Chunlai, M., & Yulan, W. (2009). Critical curve of the non-Newtonian polytropic
filtration equations coupled via nonlinear boundary flux. Rocky mountain journal of mathematics,
39(2), 76-89. https://www.jstor.org/stable/44239573

13 Aripov, M.M., & Matyakubov, A.S. (2017). To the qualitative properties of solution of system
equations not in divergence form of polytrophic filtration in variable density. Nanosystems:
Physics, Chemistry, Mathematics, 8(3), 317-322. https://doi.org/10.17586 /2220-8054-2017-8-1-
o-12

14 Rakhmonov, Z., Urunbaev, J., & Alimov, A. (2022). Properties of solutions of a system of
nonlinear parabolic equations with nonlinear boundary conditions. AIP Conference Proceedings,
2637(1), 040008. https://doi.org/10.1063/5.0119747

15 Rakhmonov, Z., Parovik, R., & Alimov, A. (2021). Global existence and nonexistence for a
multidimensional system of parabolic equations with nonlinear boundary conditions. AIP Confe-
rence Proceedings, 2365(1), 060022. https://doi.org/10.1063/5.0057139

Mathematics series. No.1(113)/2024 43



M.M. Aripov, Z.R. Rakhmonov, A.A. Alimov

16

17

18

Aripov, M., Matyakubov, A., & Bobokandov, M. (2023). Cauchy problem for the heat dissipation
equation in mnon-homogeneous medium. AIP Conference Proceedings, 2781(1), 020027.
https://doi.org/10.1063/5.0144807

Rakhmonov, Z.R., Khaydarov, A.T., & Urunbaev, J.E. (2020). Global Existence and Nonexistence
of Solutions to a Cross Diffusion System with Nonlocal Boundary Conditions. Mathematics and
Statistics, 8(4), 404-409. https://doi.org/10.13189 /ms.2020.080405

Rakhmonov, Z. (2016). On the properties of solutions of multidimensional nonlinear filtration
problem with variable density and nonlocal boundary condition in the case of fast diffusion.
Journal of Siberian Federal University. Mathematics € Physics, 9, 236-245. https://doi.org/
10.17516/1997-1397-2016-9-2-225-234

BeiichI3bIKTHI ITeKapaJibIK, MIaPTTAaphl YKOHE JepPeKKo3i bap

0elichI3bIKThI AN PY3UIIbIK, 2KYiie IelnmiMIepiHiH e3repyi TypaJbl

M.M. Apunos!, 3.P. Paxmonos!, A.A. Ammios!?

1 .
Mupsa ¥Yawkberx amundazo. O36excman yammuok yrusepcumemsi, Tawxenm, Osbexcman;

2B.I". Iaexanos amvindaes. Peceti sxonomuranvy yrnusepcumeminin, Tawkenm duivano, Tawxenwm, O36excmar

Makasana basy auddy3us KaraaiblHIarbl OEMCHI3BIKTHIK, IIIeKAPAJIBIK, ITaPpTTAPbI 6ap O€HCHI3BIKTHI M-
Dy3UAIBIK, XKYHeHiH T100aabl MIENIIeTiHAir KoHe menijaMedTiHgiri 3eprresired. BefichI3bIKTBI MOIEIb-
JHepiniy peakius-auddy3us, XKbUTYy aaMacy, CY3y KoHe 6acka ga (PU3UKAIBIK, XUMUSIIIBIK, YKOHE OUOJIOTHSI-
JIBIK, ITPOIIECTEP/IIH, CATIAJIBIK CHIIATTAMAJIAPBIH TAJIIAY/ 18 MAHBI3IbI POJI ATKAPATHIH KPUTUKAJIBIK, PyiKuTa
TUINTI KOPCETKIII aJbIH/Ibl. [VI00a/ bl MEeNniMIIK KarIafblHIa aCUMIITOTHKAJIBIK, IIeITiMIep/IiH Herisri
KOMITOHEHTTEPI aJIbIHA/IBl. 3ePTTEETIH OEMCHI3BIKTRI TPOIECTEP/IIH CATAIbIK, CUIIATTAMAJIAPHIH CAKTall OThI-
PbIl, HAKTHI IIENIIMIe Te3 >KAKbIHIAWTBHIH UTEPAIUsJIBIK, 9JIiCTep COWKeC OaCTaIKbl »KYBIKTAYIBIH OOJIybIH
Tastan ereTiHi Genrisi. Bys GeliChI3BIKTBIK ecenTep i CaHIBIK, IMIENLy YINiH Kyp/esi mocese GOJbIT Tabbl-
Jazbl. BacTankpl KybIKTayIapabl COTTI TAHIAY €CENTi IIeNryre MyMKIHIIK Oepe/ii, o1 TeHIEYIiH CaHIbIK
nmapaMeTpJiepiHii, MoHiHE OalIaHBICTBI, OJ1ap OIPIHINI Ke3eKTe aCUMITOTHUKAJIBLIK, (DOPMYJIaHbI KOJIIAHATHIH
ecenreysepie YChIHBLIAAbI. VTepalnsIblK IPOIecTiH 6acTalnKbl XKYbIKTaybl PETiH/e O3iH/IIK YKCAC IIEeITiM-
JEep/iiH, ACUMIITTOTUKACKHIH Mail/Ta/IaHbII, CAH/IBIK, €CEITEYJIED KYPTi3iIreH KoHe HOTHKEJIED TAJIIayhbl Oepis-
red. CaHabIK ToxKipubenepaeH aJbIHFAH HOTHXKEJED OEHCHhI3BIK AudYy3UsIbIK, Kyieae KapacThIPhLIAThHIH
MPOIECTIH, (PU3UKACKIMEH TaMallla CONKEC KEJIETIHIH KOpCeTe .

Kiam ce3dep: KypaeieHy pexkuMi, 6eHCBI3BIKTHI IEKAPAJIBIK, IIAPT, MIENMIHIH 6ap 60Ty bIHBIH, KDUTUKAJIBIK,
r7106aJ11bl KUCBIFDI, ©3rellesIeHreH napaboaiblK, Kyitesep, OymKkura THITI KPUTUKAJIBIK, KOPCETKIIIL.

O nmoBegeHuu pereHunii HeJanHeTHON M PYy3MOHHOI CUCTEMBI C
WCTOYHUKOM M HEJINMHEWHBIMU I'PAHUYHBIMU yCJIOBUSMU

M.M. Apunos!, 3.P. Paxmonos!, A.A. Ammos!?

1 .
Havyuonaavruud yrusepcumem Yabexucmana umenu Mupso Yayebexa, Tawxenm, Ysbexucman;

2 Tawmenmexuti uavan Poccutickozo axornomuueckozo yrnusepcumema umery B.T. Iaexanosa, Tawxenm, Yabexucman

44

Nzydenn! riiobaJsibHasi pa3peruMoCTb ¥ HEPA3PEIIUMOCTh HeJUHEHHON auddy3uOHHON CHUCTEMBI C HEJIH-
HEHHBIMH IPAHUYHBIMU YCJIOBUSIMU B Ciiyvae MeayieHHoi quddysun. [losmydyensl Kpurnieckne moka3arein
Tuna OyIKUTHL U CYIECTBOBAHUS, KOTOPhIE UT'PAIOT CYIIECTBEHHYIO POJIb IIPU aHAIN3e KATeCTBEHHBIX Xa-
PAaKTEPUCTUK HEJIMHEHHBIX MOJIeJIei peakiui—uddy3un, TeraonepeHoca, (puabTpalud U Apyrux pusnde-
CKUX, XUMUYECKUX U OUOJIOTMYECKHX TIPOIeccoB. B cirydae riiob6aIbHON pa3permMOCTH MOy YeHbI KITFOYEBBIE
KOMITOHEHTBI aCUMIITOTHYIECKUX peleHnit. V3BecTHO, UTO MTEpAIMOHHBIE METOMBI, OBICTPO CXOSIIINECT K
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TOYHOMY DENIEHUIO IPU COXPAHEHNU KAa4YeCTBEHHBIX XaPAKTEPHUCTUK U3Y4YaeMbIX HEJMHEHHBIX IIPOIECCOB,
TPeOYIOT HaJIMUnsi COOTBETCTBYIOIIErO HAYAJIBHOIO IPHOJMKEHUs. DTO IIPEICTABISET CODOM CEephe3HYIO
MpobJIEMY [IJIsT 9UCIEHHOTO PENIEeHUsT HEJTMHEWHBIX 3a/1a9. YCIEITHBI BEIOOD HAYAIbHBIX TPUOINKEHU 103~
BOJISIET PEIIUTD 3Ty 3aJady, KOTOPasi 3aBUCUT OT 3HAYEHUSI YUCJIOBBIX [1ADAMETPOB yPaBHEHUsI, KOTOPLIE, B
MEPBYIO OYEPE]b, B PAaCIeTaX PEKOMEHJYIOTCS C UCIOIH30BAHMEM aCUMITOTUYIECKON dpopMysbl. [Ipumensist
ACHMIITOTHKY aBTOMOJIEBHBIX PEIIEHNN B KAaYeCTBE HAYAJILHOTO MPHUOJIMKEHNS UTEPAIMOHHOTO MTPOIECCa,
[IPOBEJICHBI YKCJIEHHBbIE PACYEThl U IIPUBEJCH AHAJN3 PE3yJbTaToB. Pe3ysIbTarbl YMCJIEHHBIX JKCIEPUMEH-
TOB TIOKa3BIBAIOT, UTO TOJIyUEHHBIE PE3YJIbTaThl MPEKPACHO COIVIACYIOTCSI C (DU3UKON pacCMATPUBAEMOTO
mporecca B HeJIMHERHON nuddy3noHHOM cucTeme.

Karouesvie crosa: pexkuM ¢ 000CTPEHIEM, HEJIMHEHHOE TPAHUYIHOE YCJIOBUE, KDUTUIECKAs IVI00aTIbHAS KPH-
Basl CyIECTBOBAHUS, BEIPOXKJIEHHbBIE [Tapabo/IMIecKue CUCTEMbI, KpUTHYIECKHUE MoKa3aTen Thuia OyrKuThl.
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