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Averaging method and two-sided bounded solutions on the axis of
systems with impulsive effects at non-fixed times

The averaging method, originally offered by Krylov and Bogolyubov for ordinary differential equations, is
one of the most widespread and effective methods for the analysis of nonlinear dynamical systems. Further,
the averaging method was developed and applied for investigating of various problems. Impulsive systems
of differential equations supply as mathematical models of objects that, during their evolution, they are
subjected to the action of short-term forces. Many researches have been devoted to non-fixed impulse
problems. For these problems, the existence, stability, and other asymptotic properties of solutions were
studied and boundary value problems for impulsive systems were considered. Questions of the existence of
periodic and almost periodic solutions to impulsive systems also were examined. In this paper, the averaging
method is used to study the existence of two-sided solutions bounding on the axis of impulse systems of
differential equations with non-fixed times. It is shown that a one-sided, bounding, asymptotically stable
solution to the averaged system generates a two-sided solution to the exact system. The closeness of the
corresponding solutions of the exact and averaged systems both on finite and infinite time intervals is
substantiated by the first and second theorems of N.N. Bogolyubov.
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Introduction

Impulsive systems of differential equations supply as mathematical models of objects that, in the course of
their evolution, they are subjected to the action of short-term forces. A fairly complete theory of such systems
is presented in the monograph [1]. In our article, we will use the notation and some facts from this monograph.
A study of real problems with state-dependent impulsive effects can be found, for example, in [2—4].

Plenty of studies have been done on non-fixed impulsive problems. For these problems, the existence,
stability, and other asymptotic properties of solutions were studied in [5, 6], and [7-9], also boundary value
problems for impulsive systems were analyzed. Questions of the existence of periodic and almost periodic
solutions of impulsive systems were considered in [10-12]. These problems are closely related to the existence
of two-sided bounded solutions on the axis for impulsive systems. It should to said that even for systems with
impulsive effects at fixed times

z(t) = X (¢, x), t # t;,
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Az = Ii (.Z‘)
t=t;
this is a rather difficult problem. The point is that, unlike ordinary differential equations, there are no theorems
on the continuation of solutions to the left for impulsive systems. Indeed, the continuation of the solution to
the left at the moments of impulsive effect requires global unique solvability of the nonlinear equation with
impulsive effects
a(t; +0) = x(t;) + Li(x(t:))

with respect to x(t;). It is well known that theorems on the existence of inverse mappings, in the case of a
space dimension greater than 1, are only local in nature, which their application does not permit to continue
the solution to the left.

In this article, to extend solutions to the left, we have used the averaging method. This method is one
of the most widespread and effective methods for the analysis of nonlinear dynamical systems. The averaging
method, originally offered by Krylov and Bogolyubov for ordinary differential equations, was later developed and
practiced in various problems [13-17]. The closeness of the corresponding solutions of the exact and averaged
systems both on finite and infinite time intervals is substantiated by the first and second theorems of N.N.
Bogolyubov.

The work consists of an introduction, a main part, where the main results and examples from mathematical
biology are formulated and confirmed.

1. The main part

In this paper, we consider a system of differential equations with impulsive effects at non-fixed times and a
small parameter of the following form

B(t) = eX(ta),  t#t(z), (1)

Az = el;(z)
t=t; (I)

z(0) = xg

where & > 0 is a small parameter, ¢;(z) < t;y1(x) (i = 1,2,...) moments of impulsive effects, functions X
and I; d are n - dimensional vector of functions.

We put U, = {z € R? : |z| < a}. Suppose the following conditions are met:

1. The functions X (¢,x) and I;(z) are continuous in the set Q = {t > 0,2 € U,}, bounded by a constant
M > 0, and in z satisfy the Lipschitz condition with a constant L > 0;

2. Uniformly in ¢, x for t > 0,z € U,, there exist finite limits

t<t;(x)<T
3. Solution y = y(t),y(0) = x(0) of the averaged system
y = e[Xo(y) + Lo(y)] (2)

is defined for ¢t > 0 and lies in U, together with some neighborhood p and is uniformly asymptotically stable;
4. The moments of the impulsive effect ¢;(z) are continuous and their functions satisfy in U, uniformly in
i € N, and the surfaces t = ¢;(z) satisty the separation condition, that is

;renlg tivi(z) < Irréllg ti(x)(i=1,2,...)

Suppose that there is a constant C' > 0 such that for all £ > 0 and z € U,

i(t,z) < Ct
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where i(t, ) is the number of pulses on (0, t).

It is also assumed that the solutions of system (1) intersect each surface ¢ = ¢;(x) at most once, that is,
there is no beating. The conditions for the absence of beating are well studied, for example, in [1, Lemmas 3.1,
3.2].

Theorem 1. Let Conditions 1-4 be satisfied. Then, for an arbitrary i > 0, one can specify ¢ such that € < g¢
for t > 0, the inequality

|lz(t) —y ()] <n
where z(t)(z(0) = y(0) = z¢) is a solution to the exact system (1).
Proof. Solution y = y(t) of the averaged system

W — Xo(y) + I, )

x(0) = y(0) = ¢ is uniformly asymptotically stable, then for arbitrary n > 0 there exists § > 0 such that
for any other solution y;(7) of system (3) from the inequality

ly(7) = (7)] < g for 7>, (4)

and the fulfillment of the limiting relation

lim Jy(7) =3 (7)] =0 (5)

and § does not depend on 7. In this case, we can assume that § < n < p.

Let Us(7p) 0 denote the neighborhood of the point y (7). By virtue of the definition of uniform asymptotically
stability, limit relation (5) is uniform in 7y for all neighborhoods Us(7p). Let us show that uniformly in o €
U5 (To).

Let it not be so. Then, there are exists of a number u > 0 such that Us(7y) one can indicate a converging
sequence of points x,, and a sequence of numbers 7,, such that

20 — y(10)| < 0, y(Tn, Tn) — y(70)| = p, T — 00 (6)

where y(7,,z,) is a solution to system (3) satisfying the condition (7o, x,) = z,. Let lim, o 2, = 2°. Then
lim, oo |y(7,2°) — y(7)| = 0 and we can specify T > 0 such that the inequality

o(p)
ly(r:2") —y(r)| < == (7)
for all 7 > T'+ 19, where o(u) is a constant guaranteeing the inclusion of solutions y(7, z) of system (3), starting
in the neighborhood U,(,)(0) of the point y(0), in & - the neighborhood of the solution y(t) for all 7 > 0.
Due to the continuous dependence on the initial data, it can be specified an IV > 0 such that the inequality

(7, 2) (%) < 78 0

for all 7 € [r9, 70 + T] and n > N. In this case, we can assume that 7, > T + 79 for n > N. Inequalities (7)
and (8) imply the inequality

ly(10 + T, 20) — y(10 +T)| < o(p).

Therefore, |y(7n, zn) —y(7)| < § for 7, > T+ 19, and thus, for 7 = 7,,, the inequality |y(7p,z,) —y(T0)| <
£, which contradicts one of the inequalities (6). Let us choose T' so that for 7, > T + 7y the inequality
ly(10) — y1(10)| < $§ holds if |y(m9) — y1(m0)| < 6. In view of the above, the choice of 7' does not depend on
either 7y or the initial data of the solutions y; (79). According to Samoilenko’s theorem [16; 113], by averaging
impulsive systems, behind the indicated § and T one can find ¢y such that for € < gy the solution x(g, xg) of
the exact system (1) is defined on the interval [0, 7], lies on the domain U, together with some neighborhood

and satisfies the inequality

o(Coz0) —ylm)| < § for 7 [0.7). )
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Thus, the estimate required in the theorem holds on [0, 7], and a solution to the exact system exists on this
segment.
Let us further consider the solution to the averaged system yr (7, ) such that yr(7,e) = z(L

<, ). By virtue
of estimate (9), the following estimates hold:

yr(r,e) —y(n)l <3 for 72T, (10)
lyr(2T,6) —y(27)| < 3. (1)

Again, by virtue of the Samoilenko theorem, taking into account the uniformity in ¢ of the limit in conditions
2, the solution z(Z, ) of system (3) is extendable to [T, 2T, lies in U, together with some neighborhood, and
the inequality

)
[o(Z.20) ~yr(re)| < 5 for 7€ [T.2T] and & <eo.

From (10), (11), and the last inequality, we have the estimate

(o(Z,m0) 9Dl < e, 20) — yr(r, ) + lyr(re) —y(r)| < § + 3 < n,7 € [1,27)

and for 7 = 27T the estimate |m(¥,xo) — y(2T)| < 4. Continuing this process, we obtain the validity of the
statement of the theorem.

Consider the impulse system (1) and assume that now the impulses are defined on the entire axis, that is,
t;(x) defined for i € Z,i = +1,42,....

Theorem 2. Let the functions X (¢,z) and I;(z) be defined in the domain Q = {t € R,z € U,} (U, =
r € R?:|z| < a) and in these areas

1. The functions X (¢,2) and I;(z) are continuous in terms of a set of variables, bounded by a constant
M > 0, and in x satisfy the Lipschitz condition with a constant L > 0;

2. Uniformly in ¢,z for t € R,z € U,, there exist finite limits

t+T
Xo(x) = Th_>rr;o— t X (s,z)ds,
. 1
Ip(z) = lim > Liw),
* T tcti(w)<T

3. The averaged system (2) has an asymptotically stable equilibrium position zg in the region Up;
4. The moments of the impulsive effect ¢;(x) are continuous functions in U, uniformly in i € N, and the
surfaces t = t;(z) satisfy the separation condition, that is

min ¢;41(z) < min ¢;(z)(i =1,2,...)

xz€U, €U,

5. The surfaces t = ¢t_1(x) and ¢ = ¢;(«) do not intersect with the hyperplane ¢ = 0.
Then, for an arbitrary n > 0, one can specify £y such that € < gg the exact system for ¢ € R has a solution
x(t) defined for ¢ € R and the estimate

|[2(t) — zo)| <. (12)
Proof. We fix an arbitrary 7 > 0 and construct a solution to the exact system satisfying estimate (12). Since
the solution z( is asymptotically stable, for a given n > 0 one can specify § > 0 and T" > 0 such that for any

solution y(¢) of system (2) the estimates

n
ly(1) — zo| < 9 for T > 1o,
1)
ly(1) — 2ol < 1 for 7>19+T,

if only |y(m0) — x| < 9, and 6 and T are independent of 7y. In this case, we can assume § < 7.
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Let zo be an arbitrary point from the J-neighborhood of 2. Consider a solution 2(Z) of the exact system
that goes out at 7 = —T from the point zy. According to Samoilenko’s theorem, given ¢ and 7', one can choose
€o such that, for € < g¢, the inequality

w(5) ~y(r)| < § for 7€ [-T,0]

where y(7) is the solution to the averaged system with the condition y(—T) = zo. From (4)-(6) it follows that
|z(Z) — 2o < n,7 € [-T,0] and |z(0) — zo| < ¢. Therefore, for € < &, all solutions of the exact system that
begin with 7 = —T' in the J-neighborhood of xg, without leaving its n-neighborhood, fall, for 7 = 0, in the
%—neighborhood of this point.

By analogous reasoning, by virtue of condition 2 of this theorem, it can be shown that, for ¢ < &g, the
solutions of the exact system beginning with 7 = —nT in the §-neighborhood of zy do not leave for 7 €
[-nT, —(n — 1)T)] from its n-neighborhoods, and for 7 = —(n — 1)T fall into the g—neighborhood of the point
xo for any natural n. We denote by S, () the set of values of solutions of the exact system at the point 7 = 0,
which for 7 = —nT lie in the J-neighborhood of the point xy. By what was said above and the uniqueness
theorem, this set is not empty for any natural number n and € < €9, and the inclusion S, (¢) € S(,—1)(g) holds.
Note that by virtue of condition 5, as follows from [1], the solutions at the point ¢ = 0 continuously depend on
the initial data. Therefore, the sets S, (¢) are closed, and hence, their intersection is nonempty.

Let zp(e) be a point general to all S, (). Now, for € < gq, consider the solution of the exact system, which
for 7 = 0 leaves the point z(g). By its construction, at the points —nT, it belongs to the §-neighborhood of the
point x( for any natural n. Therefore, this solution is unboundedly extendable to the left, and for any 7 < 0,
estimate (12) is valid for € < 9. The extendibility of the solution to the right and the validity of estimate (12)
it follows from Theorem 1. The theorem is proved.

From Theorem 3 [18; 479], it follows that under the conditions of Theorem 1, the averaged system (2) has an
asymptotically stable equilibrium position. Hence, by virtue of Theorem 2, it follows that the original impulsive
system (1), defined on the entire axis, has a two-sided bounded solution on the entire axis for sufficiently small
values of the parameter €. Thus, the following corollary is true.

Consequence. Under conditions 1, 2, 4, 5 of Theorem 2 and condition 3 of Theorem 1, the impulse system
(1) defined on the entire axis, for sufficiently small values of the parameter e, has a two-sided bounded solution
on the entire axis.

Thus, a one-sided, bounded, asymptotically stable solution to the averaged system (2) generates a two-sided
solution to the exact impulsive system (1).

Ezample. Impulse model of dark reactions of photosynthesis. Consider the following impulsive system of
differential equations

@ =e(2® - (1+j)zy + )
g =e(tu(Ta? — y? — 6ay), t # ti(z,y)
Ao| = filwy) (13)
t=ti(z,y)
Ay =gi(z,y),i ==+1,£2,....
t=t;(z,y)
where €, j, p are positive parameters.

System (13) without impulsive effect at ¢ > 0 is a well-known mathematical model of dark processes of
photosynthesis in plants. There x(¢) is the normal concentration at time ¢ of fructose, and y(t) is the normal
concentration at time ¢ of glucose. This model was first suggested by D.S. Chernavsky (1967) [19], and is one of
the first models that describes oscillatory processes in living nature. It turns out that at certain relationships
between the parameters in this model, self-oscillation modes arise (that is, there are stable periodic solutions.

In the absence of impulses, system (13) has a unique stationary solution zg = 1,99 = 1. Obviously, in a
neighborhood of this point, the right-hand sides of the differential part of system (13) satisfy the conditions
of Theorem 2. Let also conditions 4 and 5 of this theorem with respect to impulsive effects be satisfied in this
neighborhood. Suppose also that for each natural n the condition

| Y Lylcc

—nt;(x)<n
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with a constant C' independent of n. Here I;(z,y) = <§z§i’zg) .

Then, obviously, condition 2 of Theorem 2 is satisfied. Moreover, I,(0) = (8), and therefore, the averaged

system has the form

i =ce(z? - (1+j)zy + ) (14)
§=e(Fu(72® — y* — 6xy).
Let us check the fulfillment of condition 3 of Theorem 2 for it. It is well-known [16] that for a given model,
the case when the parameters of the system are related by the relation

L] (15

These are the so-called bifurcation relations, upon passing through which self-oscillation regimes arise.
Therefore, we will consider this particular case. Linearizing system (14) in the vicinity of the equilibrium
position zg = 1,y = 1 and writing down its first approximation matrix, it is easy to see that the characteristic
equation for its eigenvalues has the form

8 16
N+ Aop+i—1)+—pj=0,

7 7
and its roots
1.8 1 /.8 16
Mo=—=(op+j—1) % 1/(op+ij—1)2—d—pj, 16
12=—5(p+i-1) 2\/(7u+1 ) — 1 (16)
From biological considerations [12] it follows that j < 1. Therefore, if 1 > 2(1 — j), then the singular

point (1,1) of system (14), by virtue of the stability theorem in the first approximation, is an asymptotically
stable equilibrium position of system (14). Thus, condition 3 of Theorem 2 is satisfied. Consequently, for
sufficiently small values of the parameter ¢, the impulse system (13) has a solution bounded on the axis lying in
a neighborhood of the point (1,1). Now, let us investigate the most important case for applications (15). In this
case, roots (16) will be purely imaginary and the stability theorem in the first approximation does not apply.

To study stability in this case, we use the stability index theorem (Lyapunov exponent) [17]. In this case,
roots (16) have the form +iw, where

w=1/2j(1—j).

First, we find the matrix S of the transition from the matrix of the first approximation system to its Jordan

form
0 w
—w 0/)°

In our case, the matrix S is found from the matrix equation

L (1—j —1—j 0 w
St S = .
( Sh gy,) (—w 0)

Now, it is made the replacement in system (14)

We get the system

71 =e(22v/25(1 — j) + z122(1 + §) /25 (1 — j) +f%j(1 + 7))
2(144) 2 (1= +5) | .2 25(1—5)? )

= el asya el (=) — RS + A )

Following [13], the Lyapunov rate in our case has the form
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1 3(Li4+1 1
I=—-w¥(1 —j)(§j +1) = 2j(1 + jHw — % + gwj(l —j)? <.

Therefore, according to the well-known theorem on the stability index [17], the equilibrium position (1,1) of
the averaged system (14) is also asymptotically stable in this case; thus, the original system (13) for sufficiently
small values of the parameter e has a two-sided bounded solution on the entire axis, lying in a neighborhood of
the point (1,1).
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A. Cramxunknit!, A. Acanosa?, M. Mykanr®

Y Tapac Hlesuenxo amuindaen, Kuee yammau yrusepcumemi, Kues, Yrkpaura;
2 Mamemamuka sicone mamemamuraivr, modeavoey uncmumymot, Aivamo, Kazaxcman;
SK. XKy6arnos amwumndaeo, Axmebe oipaix ynusepcumemi, Axmebe, Kazaxcman

Bekiriimeren yakbIT Me3eTiHAeri UMITYJIbCTI >KYieHiH OCh OONBIHIAFBI
€Ki>KaKThl, IEKTEJITeH ITenIiMaepi »KoHe opTaliajaay d/ici

Kporios nmen Boroso6os xkoit muddepeHnmnaabk TeHIey/Iep YIMiH YCBIHFAH OPTAaIlaiay 9/7iCi ChI3BIKCHI3
JMHAMUKAJBIK, YKYHeJep/il TaJIay bl eH TaHbIMAJ YKoHe THiMIl oiici 6osbin Tabbuianbl. Oman opi opra-
maJiay 9/ici opTypJii Macesenepi 3epTreyre Koaaanbliasl. JuddepennuaniblK TeHIeyIepaiH IMIYJIbCTHIK,
XKyiesepi 63 9BOTIONUSICH 0APBICHIHA KBICKA MEP3IM/Il KYIITIH 9cepiHe YIILIPARTHIH HBICAHIAPILIH MaTeMa-
TUKAJIBIK MOJIEbEePiH KopceTini kakcol Oenrini. Bekitiameren nMmysbci 6ap ecentepre KONTEreH 3ePTTEY-
Jiep apHaJsiraH. Byt ecenrrep yiriu mentiMaepain 6ap 00/1ybl, OPHBIKTBIIBIFLI YKoHe Je 6acKa aCUMIITOTHKA-
JIBIK, KACHETTEP] 3€PTTEJITEH XKoHe UMITY/ILCTIK YKYyHesep VIIiH MeTTiK ecenTep KapacTeipbuiran. OFaH Koca
UMITYJIbCTIK »KY#esep/iiH, mepruoAThl »KoHe MMEePUOATHI JepJIK IeriiMaepinig 6ap 60Jybl Mocesesiepi 3epr-
TesireH. MakaJiaa opraraJiay 9ici OeKiTiiMereH yakbIT Me3eTiHeri auddepeHnnaiIblK TeHIey/Iep YIin
UMITYJIbCTIK KYHEHIH OCh OONBIHIAFEI €Ki2KaKThI, ITEKTEJITEeH MIelTiMIepiHiy 6ap 60IybIH 3epTTey VIIH KOJI-
panburad. Opramaianran »Kyiere 6ipyKaKkThl, [MEKTEreH aCUMITOTUKAJIBIK, OPHBIKTHI TIENIiM J19J1 XKyiere
€Ki>KaKTBI IIENIM TYIbIpAThIHBI KOpceTiireH. /o1 »Kyite MeH opTralajaHraH *KYHeHiH coliKec mIenriMiepitiy
aKBIPJIBI 714, aKBIPCHI3 J1a YAKBIT apaJbIKTapbiHaarsl )KakblHab6Ebl H.H. Boromo6oBThiH GipiHii koHe eKiH-
11l TeopeMaJiapbl apKbIJIbl HETi3/1eJITeH.

Kiam cesdep: Kimn mapaMerp, opTaIiagay 9ici, MITyJIbCTIK 9CEP, OPHBIKTBHIIBIK, Telle-TeHIIK KYI.

A. Cramxunkwuit', A. Acanosa?, M. Mykamnr®

! Kuesckutl mayuonaavruidi ynusepcumem umenu Tapaca Hleswenxo, Kues, Yrpauna;
2
Hnemumym mamememury U Mamemamuseckozo modeauposanus, Aamamo, Kazaxcman;
3 Axmiobuncrutl pezuonansnoii ynusepcumem umeny K. JKybanosa, Axmobe, Kaszaxcman

Metos ycpe/iHeHUsI U AByCTOPOHHUE, OTPAHNYEHHbIE HA OCU PeIleHusd
MMOYJbCHBIX CHUCTEM C He(PMKCMPOBAHHBIMU MOMEHTAMW BpeMeEHU

Meron ycpenuenust, mpetoxkenHbiit KpbLioBeiM 1 Boromo6oBbiM /1151 0OOBIKHOBEHHBIX TudhepeHInaIbHbIX
YPaBHEHUI, sIBJISETCS OJHUM U3 CAMBIX PACIIPOCTPAHEHHBIX U 9(PEKTUBHBIX METOIOB AHAIN3a HEJMHENHBIX
AUHAMHYeCKuX cucteM. Jlasiee MeTon ycpegHeHus ObLI Pa3BUT U IPUMEHEH I UCCIIEOBAHUS PASTMIHBIX
npobsiem. Kak m3BeCTHO, MMITYJIbCHBIE CHCTEMBI /b DEPEHITNATBHBIX YPABHEHUN TPEICTABIISIIOT COOON Ma-
TEeMATUIEeCKUE MOJIe/In OOBEKTOB, KOTOPBIE B XOJI€ CBOEIH IBOJIIOINY TOABEPTAIOTCS IEHCTBUIO KPATKOCPOU-
HOI criIbl. 3a/1a4aM ¢ HeDUKCUPOBAHHBIM UMITYJILCOM MTOCBSAIIEHO MHOT'O UCCJIeMoBaHuil. [Ijis HUX n3ydeHsl
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CyIIEeCTBOBaHNE, yCTOWINBOCTD U JIPYTHE ACUMIITOTUIECKHE CBONCTBA PEIIEHUIT U PACCMOTPEHbBI KPAeBbIe 3a-
Ja4qu JJId UMITYJIbCHBIX crucTeM. Kpome Toro, pacCMaTpUBaJIUCh BOIIPOCHI CYIIECTBOBAHUS MEPUOIUIECKUX
U TOYTU TIEPUOIUIECKUX PEITeHUIl UMIIYJILCHBIX CHUCTEeM. B cTaThe MeTo[ yCpeIHEHHS MCIIOJIb30BAH JIJIs
WCCJIETOBAHUSI CYIIECTBOBAHUS JIBYCTOPOHHUX, OTPAHMYEHHBIX HA OCH PEIeHUN MMITYy/IBCHBIX CUCTEM Tud-
(depeHIaIbHbIX YPaBHEHUN ¢ He(PUKCUPOBAHHBIMM MOMEHTaMU BpeMmeHu. IlokazaHo, 4TO OJHOCTOpOHEE,
OrpaHUYEeHHOE, ACUMIITOTHYECKNA YCTONYIMBOE pEIleHHe yCPEIHEHHOM CUCTEMBI ITOPOXKIAET JIBYCTOPOHHEE
peliieHne TOYHOM cuCTeMbI. BIM30CTh COOTBETCTBYIONINX PEIIECHUM TOYHOU M YCPEJHEHHOM CHCTEM KaK Ha
KOHEYHBIX, TaK M Ha OECKOHEYHBIX MHTEPBAJAaX BpPeMeHHM ODOCHOBaHa IepBOil m BTOpOil Teopemamu H.H.
Boromobosa.

Karouesvie crosa: Masblit TapaMeTp, METO/I YCPeIHEHUsI, NMITYJILCHOE BO3/IEHCTBUE, YCTORYINBOCTD, IIOJIO-
JKeHIe PABHOBECHSI.
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