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Central Limit Theorem in View
of Subspace Convex-Cyclic Operators

In our work, we have defined an operator called subspace convex-cyclic operator. The property of this newly
defined operator relates eigenvalues which have eigenvectors of modulus one with kernels of the operator.
We have also illustrated the effect of the subspace convex-cyclic operator when we let it function in linear
dynamics and joining it with functional analysis. The work is done on infinite dimensional spaces which
may make linear operators have dense orbits. Its property of measure preserving puts together probability
space with measurable dynamics and widens the subject to ergodic theory. We have also applied Birkhoff’s
Ergodic Theorem to give a modified version of subspace convex-cyclic operator. To work on a separable
infinite Hilbert space, it is important to have Gaussian invariant measure from which we use eigenvectors
of modulus one to get what we need to have. One of the important results that we have got from this paper
is the study of Central Limit Theorem. We have shown that providing Gaussian measure, Central Limit
Theorem holds under the certain conditions that are given to the defined operator. In general, our work
is theoretically new and is combining three basic concepts dynamical system, operator theory, and ergodic
theory under the measure and statistics theory.

Keywords: Central limit theory, Subspace convex-cyclic operator, Gaussian measures.

Introduction

Linear dynamics is a branch of functional analysis. It studies the dynamics of linear operators connecting
functional analysis with dynamics. Linear dynamics is mostly dealing with the behaviour of iterates of linear
transformations. Linear transformations designated by their Jordan canonical form makes linear dynamics easier
to understand when on finite-dimensional spaces. However, when infinite-dimensional space taken into account,
linear operators may have dense orbits. One of the focal branches of dynamical system is ergodic theory [1],
which relates analysis with probability theory and deals with measurable dynamics. It exerts measure theory
to the study of the behavior of dynamical systems. Measure-preserving transformations and measure spaces are
the main study subjects in ergodic theory. In probability theory, one of the most substantial results is Central
limit theorem, in which under specific conditions the sum of a large number of random variables approaches the
normal distribution. This distribution is important since it is suitable for a lot of natural phenomena and social
sciences.

In this paper each section demonstrates some of the concepts described above whilst the operator subspace
convex-cyclic operator is working on them and illustrates the connections between those notions as follows. In
section two, subspace convex-cyclic operator is defined with such a property that correlates eigenvalues having
eigenvectors of modulus 1 with kernels of the operators. In section three we have shown that operators with
eigenvectors of modulus 1 are subspace convex-cyclic operators. It is also shown that those operators having
measure 1 Section four is to come up with a connection between linear dynamics and measurable dynamics with
the help of subspace convex-cyclic operators. In this section we have spelled some basic definitions in order to
be able to clarify the ergodicity of a transformation. The modified version of subspace convex-cyclic operator
is given by applying Birkhoff‘s Ergodic Theorem on the given operator. In section five Gaussian measure is
studied. Here eigenvectors of modulus 1 are used to get Gaussian invariant measure which is crucial for working
on a separable infinite Hilbert space. We have given a result that connects the concepts described together. In
the last section we have shown that Central Limit Theorem holds under the certain conditions that are given
to the defined operator after providing Gaussian measure.
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New subspace convez-cyclic operators

We try to define a new result for showing operators are subspace convex-cyclic operators for subspace M.
In this section we try to find subspace convex-cyclic operators in a new point of view, that relates eigenvalues
of modulus 1 and kernels of operators. They play an important role in the following sections.

Theorem 1. Let T € B(H). Suppose |J ker(T — \) and |J ker(T — ) both span a dense subspace M
[A[>1 IAl<1
of H. Then T is subspace convex-cyclic operator for subspace M.
Proof. We show that T satisfies the subspace convex-cyclic criterion by letting

X = Span U ker(T — \) and
IAI<1

Y := Span U ker(T — \)
[AI>1

The sequence of functions x, : Y — H are defined as zx(y) = %y. Also, we define Py(T)y = A\Fy. and we use
technique Theorem 2.8 in [2] for extending xj to Y by linear functional. This makes sense because the subspace
Y is linearly independent. Thus for any y # 0 and y € Y, it may uniquely be written as y = y; + - - - 4+ y, with
yi € ker(T — X;) \ {0} and |A;| > 1. These vectors = and y can be expressed as the following form

k k
T = Zaixi and Y= Zﬁzyl
i=1 i=1

where P(T)x; = Az; and Py(T)y; = py; and the scalars ay, 5;, A, € C such that |A;] < 1 and |u;| > 1 for
i=1,2,--- k. Since

k
Pi(T)(x) = Zai)\mxi —0 and
i=1

k
1
zi(y) = Zﬁzu—myl —0 asm— o0
i=1

and  Py(T)zr(y) =y,

then the first and the second conditions of Theorem 3 in [3] are hold, for showing the third, the space H is an
infinite dimensional (Real or Complex) separable Hilbert space. We observe that

ze () U (@) '(By)

Jj=1PLeP

if and only if for all j € N there exist a convex polynomials Py such that z € Py(T)~!(B;) which implies
Py(T)(z) € B;. But since {B;} is a basis for the relatively topology of M, this occurs if and only if

——

Orb(T,z) N M is dense in M, which means T is subspace convex-cyclic transitive and by definition of M
convex-cyclic transitive, there exist U and V relatively open subsets in M such that

W:=PT)" " (U)NV #¢ [3].

In particular, non-empty subset W relatively in M, and W C P(T)~}(U). Then P(T)(W) C U and U C M,
so we get that
P(TY(W) Cc M.

Let € M, we must show that P(T)(M) C M. Take wy € W, since W is relatively open in M and z € M so
there exist r > 0 such that wg + rx € W. But P(T)(W) C M, that is,

P(T)(wo + r2) = P(T)(wo) + rP(T)z € M,
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then P(T)(wp) € M and M is subspace. So,
r~t (=P(T)(wo) + P(T)(wo) + rP(T)(z)) € M,

that is, P(T)(xz) € M. This is true for any = € M, hence for P(T)(z) € M, that is P(T)(M) C M. All
conditions are satisfied. We get that T is subspace convex-cyclic for M.
Remark 1. The inverse of the above theorem is not true, see Proposition 2.

FEigenvalue measure

We aim to show that operators with sufficiently many eigenvectors of modulus 1 are subspace convex-cyclic
operators. Let us first construct the following definition from Theorems 3.1 and 3.9 in [2] and Theorem 1. Here
we have not mentioned any density or properties related to density for details you can see [4], we just join it with
collection of eigenvalues and associated eigenvectors of the subspace convex-cyclic orbits that we have named
them orbit eigen-spaces. Such operator with unit measure property will help us for proofing the next outcomes.

Definition 1. Let T € B(H) be subspace convex-cyclic operator for a nontrivial subspace M of H. Then for
any scalar A € T. We define 2 as an orbit eigen-spaces if

A := Span [ker()\l - T)Orﬁ/\/l)} .

Definition 2. Let T € B(H) be subspace convex-cyclic operator for a nontrivial subspace M of H. Then
for any scalar A € T. We define unit measure p if for every measurable subset Q@ C T, u(2) = 1. And
u{ker(A\I —=T)} =0.

For imagining the Definition 1 and Definition 2 see the following example. For skipped steps we refer the
reader to review Example 4 in [3].

Ezample 1. Let A € C such that |\ > 1, and consider T := AB where B is the backward shift
on (% Let M be the subspace of ¢? consisting of all sequences with zeros on the even entries as
M= {{an}32y € %t agp = 0 for all k} [3].

Solution. For operators like T' defined above, surely we have an eigenvalue v under the condition |A| > |7/,
so in this situation we have ker(vI — T) = ker(yI — AB) such vector like x) € R will span them as

oSG

1=

where (e;) is a canonical basis for ¢ = 1,--- Let p be the measure on the unit circle that normalized T, and
suppose that a measurable set Q@ C T let h € H be an orthogonal vector such that (h,z,) = 0 for every v € Q
by Hahn-Banach Theorem we have a well known linear functional defined as

() = S (1)
0

1=

¢(y) — 0, since w is any subset of T, so there are two choices, if it is countable then we get contradiction
for been T as a subspace convex-cyclic operators, then it should be uncountable and in that case we have
a limit points around the circle center and that leads to p{ker(A — T)} = 0 and its obvious that taking
w(Q) = max{p(Q,T),1} = 1, where p is the metric that defined on the space depends on ¢? space. Then the
conditions in Definition 2 are satisfied.

Now, depending on Example 1 in [3] we can define M = (2 & {0}. Consequently we get that

Orb(T &I, (m@o))} N[ @ {0}] = 2o {0} =M

finally we can define
A := Span [ker(A\] — T)M].
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Subspace Conv-Cyc and Ergodic Theory

We previously obtained Subspace Convex-Cyclic Operators in Section 1 by another way. The aim of this
section is to provide a bridge between linear dynamics and measurable dynamics. The most important concept to
start with it is invariant measure, because it has the direct connection with Subspace Convex-Cyclic Transitive
Operators (see Definition 2 and Theorem 1 in [3]), bounded T : H — H, where M is subspace of H. If for
all non-empty open sets U C M and V C M, there exist a convex P such that U N P(T)(V) # ¢ or
P(T)"Y(U)NV # ¢ contains a relatively open non-empty subset of M if and only if M is an invariant subspace
for Py (T) for all k > 0 [3].

We first start by recalling some basic definitions of Ergodic theory. For more details see [5] which is very
useful related to that branch. In this section B is Borel o — algebra.

Definition 3. Let (H,B, u) be a probability space. We recall a measurable transformation T : (H, B, u) —
— (H,B, u) is a measure-preserving transformation, or p is T — invariant, if u(f~1(80)) = () for all U € B.

Definition 4. Let (H,B, 1) be a probability space and T' is measure-preserving transformation. For any
non-empty subset G of H, We say u is positive measure if u(G) > 0, as well For any non-empty open subset U
of H, We say p is fully support if u(U) > 0.

Definition 5. Let (H,B, 1) be a probability space. We recall a measurable transformation T : (H,B,u) —
— (H,B, 1) is Ergodic if it is a measure-preserving transformation and satisfies one of the following equivalent
conditions [5]:

1 Given any measurable sets U and V with positive measures, one can find an integer n > 0 such that

™mu)nv # 9,
2 if U € B satisfies T(U) C U then p(U) =0 or u(U) = 1.
The following Theorem is known as Birkhoff’s Ergodic Theorem.

Theorem 2. Let (H,B, 1) be a probability space and T : (H, B, n) — (H,DB, u) is measure-preserving and
Ergodic transformation. For any non-zero function f € L'(H, p),

1 N-1
=" p@ma) — [ fdu

as N — oo, almost everywhere.

In the following proposition, we demonstrate that Birkhoff’s Ergodic Theorem can also be applied to our
operator. So, this version will be our modified version with Subspace Convex-Cyclic Transitive Operators. The
proof will depend on the Mahlar measure as worked in [6] of polynomial measure.

Proposition 1. Let (H,B, 1) be a probability space and T : (H,B,u) — (H,B, 1) is measure-preserving
and Ergodic transformation. Given any measurable sets U and V. Then

1 N-—1
= S0 AP HU) O V) = AV
k=0

as N — oo, almost everywhere.
Proof. Since P(T)x as P(T) = ap + a1T + axT? + - - - + a, T",n € N, so we write it as

n

P(T) = a, [ [(T - a)

i=1

is defined by the formula
w(P) = ay, H max{1,a;}
i=1
and was first considered by Mahler. If P and @Q are non-zero polynomials, note that

n(P.Q) = p(P).u(Q).

n
L and letting A = a,, [] maz{1,a;} for measure intersection
i=1
from de Morgan’s laws, a collection of subsets is o — algebra under the operations of taking complements and
countable intersections.

The result directly comes after evaluating P(T)
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Now one of our results can be stated. We add fully support measure because here we depend on open sets
for taking any measure. The proof will depend the previous proposition.
Theorem 3. Let (H,B, 1) be a probability space with fully support measure and T : (H,B, u) — (H, B, u)
is measure-preserving and Ergodic transformation. Then T is Subspace Convex-Cyclic Operator.
Proof. Let (V;) for j € N be a countable basis of open sets for 7. Applying Proposition 1 to the collection
n
of constant function that are convex, a; where Y a; = 1 for any V;, we get a sequence of sets {U,} for all j,
i=0
such that

N—-1
% S o (P(T) "M (U;) N V;) = Ma(V;)
k=0

as N — oo, almost everywhere.
Now, we have two cases depends on the measure of V; and Ergodic definition. p(V;) =1, j € N, then we
set U := () Uj, let Uy and U; be open sets. Since by given
JEN

N—

>_A

1
U1 ﬂUQ) =

k:O

[3] which leads to P(T)~}(U) NV # ¢ is Subspace Convex-Cyclic Transitive Operator and we can deduce that
T is Subspace Convex-Cyclic Operator. The same thing is true for u(V;) = 0.

Gaussian measure

We claimed that there is a special measure under an invariant bounded transformation preserving with its
measure being ergodic 7' on H. We are interested to add an additional tool that supports measure space H.
Gaussian measure is an atmosphere space that should be studied. As we know, working on an infinite Hilbert
space without using Gaussian measure is not an easy way. To work with such a situation, we need Subspace
convex-cyclic on Borel o — algebra that has sufficiently many eigenvectors of modulus 1.

For that purpose we need this section. Eigenvectors of modulus 1 are the fundamental tools we use to get
Gaussian invariant measures. We need other definitions here. You can find more details in [7].

Definition 6. Let (H,B, 1) be a probability space and f : (H,B,u) — C is a complex valued measurable
function. Then f is said to have complex symmetric Gaussian distribution if the real and imaginary parts PRef
and Jmf of f have independent centered Gaussian distribution with the same variance.

This is equivalent to saying that PRef and Jmf are jointly normal and that f and Af have the same
distribution for any A of modulus 1 [8].

Definition 7. Let (H,B, u) be a probability space a Gaussian measure on H is a probability measure p on
‘H such that for every = € H, the function f, : y — (z,y) has symmetric complex Gaussian distribution.

In particular with this terminology, such a measure is centered:

[int) /fm Ydu(y /yd(fm( D) [9]-

H

Remark 2. A Gaussian measure is determined exactly by the operator S defined on H by the relation

(Si,y) = / (. 2) (g, 2y (=)

H

The operator S in probability books are called as covariance.

Proposition 2. Let T be a subspace convex-cyclic operator on a separable Hilbert space, and (M, B, 1) be
a probability space with Gaussian measure on M for any M C H. Then T'(n) also is a Gaussian measure on
M. Such that ker(T — M) span (fix(N\)), k> 1 for all A € T.

Proof. Since T is a subspace convex-cyclic operator, then each iteration of T" will be a new element in M, so
directly by definition of subspace convex-cyclic operator we get dense set that itself is Gaussian measure. Now
define a sequence of Borel o — algebra that sufficiently many eigenvectors points with certain eigenvectors of
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modulus 1 and polynomial operators as fi : T — B by fi(\) = 7a(x) such that for every A € T, where 7)(xx)
be orthogonal onto ker(T — AI). Then each element of the sequence fj is a Borel measure, so

(zp) =2 & T(x) = Ma),

which means 7 roll as a projection invariant and will span vectors (fx(A)) k > 1 is dense in ker(T — AI).

Quasi-factor is one of the most important concepts that has great application in dynamical system and
operator theory you can find details and application in both [9] and [10].

Definition 8. Let Ty : Xg — Xpand T : X — X be two continuous maps acting on topological spaces Xy and
X. The map T is said to be a quasi-factor of Tj if there exists a continuous map with dense range J : Xg — X
such that the diagram commutes, such that T'J = JT. When this can be achieved with a homeomorphism
J: Xy — X, sothat T = JTyJ ! we say that Ty and T are topologically conjugate. Finally, when Ty and T
are linear operators and the factoring map (resp. the homeomorphism) J can be taken as linear, we say that T'
is a linear quasi-factor of Ty (resp. that T and T are linearly conjugate) [10].

T,
Xy —— . Xa

I

N iy

We have similar results for the following theorem but with more conditions because they are defined with
other operators. Our operator makes this easier. Now, it remains to state the theorem that connect all concepts
to gather. Subspace convex-cyclic on Borel o — algebra that sufficiently many eigenvectors points with certain
eigenvectors of modulus 1, and invariant Gaussian measure.

Theorem 4. If T is a subspace convex-cyclic operator on a separable Hilbert space X, then T admits a
symmetry Gaussian invariant measure which is quasi-factor.

Proof. Let (fx()\)), k> 1 with the property that we deal with it in Proposition 2 for all A € T as defined in
Definition 2, Let ¢ be defined on ¢?(T, o) of sequences (gi) k > 1 of functions converges of ¢*(T, o)

0> gV =D Agr(N).
k=1 k=1

You can note that ¢ behaves as an operator of multiplication by A on each component, now it is time to define

kask: Y. (?(T,0) — H by Definition 7 we have,
k=1

oo oo

1

KY gr=_ ok /gk()\)fk()\)da(/\)-
k=1 k=1" 3

Then £ is a well defined operator on Hilbert space; each ry, : £2(T, o) — H, which maps gx, onto [ gr(N) fr,(\)do(X)

H
is a kernel operator. So, for any element in this sequence to be 0 without one which is arbitrary, this implies
that for every x € H

(x, / gk (V) f(N)dor (X)) = 0.

H

This implies that (x, fr(A)) = 0 in the sense o — algebra which means that x is orthogonal to ker(T — AI). This
implies that T" has a o — algebra set of eigenvectors that spanned. Which leads to « having dense range.

Now, if we want to show that T is quasi-factor, we make a choice of the operators pair as k, ¢, use the fact
that fr(\) € ker(T — \I), we get that for every gr(\) € > ¢*(T, o),
i=1
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o0 o0

Tﬁzgk ZZ

Ge(N)T fr(A)dao(X)

@

Il

I
2]~

Ge(MAfre(N)do(A)

@
Il
-

e gr(A do ()

i=1

I
M8
82| —

I
M8
02| —
.:1\ A

@
Il
-

= Kp Z 9r(A)
i=1

Central Limit Theorem

There are many important applications of central limit theorem, which are related to many branch of
mathematics such as probability, dynamical system, operator system and many others. Our focus is on dynamical
system that deals with Gaussian measure. How far a dynamical system is form an independed under conditions
that added to such operator T. We prove that the central limit theorem also holds after providing Gaussian
measure. The concepts of central limit theorem can be defined as follows without losing generality and modifying
the definition in [11].

Definition 9. Let A be a 0 — algebra with a Subspace Convex-Cyclic operator T and some operator f where
f € L*(H, ). Then by assumption of Theorem 2 we say that

° n—1
fi+ \/gf T %/fdﬂ

converges in distribution to a o — algebra random variable.
Theorem 5. Let T € B(H). Suppose that T satisfies the following assertion:
1 Theorem 3 in [3], and then T be Subspace Convex-Cyclic operator.
2 Definition 2
3 Suppose that there exists P collection of polynomials, also o € (1, 00) such that for any f,g € P

1
<fOTn,g> <Cia .
n

1

Then T" and the sequence of function T(f +f+---+ foT™ 1) converges in distribution to a Gaussian measure
n

spaces.

Proof. Let w be any non-decreasing function. Let (z)ren be a dense sequence in D and T*z < w(k). By
the first assumption we have that any k£ € N,

| wik)
oo < T e

alS( C) ec ¢ i . it] ’ i iti O Ila’l I)I OpeI ties tllat l he Sequellc
(pl) Satisﬁ S €
k >— 17 l >— q7 W (l)q < p /

vk 2 17 Z(Nl-i-l - Nl)plzi(Ia
>1

where the nature of [ can be review in Lemma 2 [3] for choosing N; and N;;1, to prove that P C (2(H,B, u),
it enough to show that, for any k > 1, (z, )" € (2(H,B, p)

Nj+1 q
[ <Z ) Ty> du((n1))
H M V21 k|=N
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Ni+1
< Z /< Z Tk:rnk,y>dﬂ((”k))-

boonlg>15 \|[k|=N,

We then apply Hdélder’s inequality to get

N,+1
[ < (M/ ST xy> dp((n1))
lyeylg>1 k|=N,,

H

1
q

We fix [ > 1 and we want to calculate

N;+1

/ < ST xy> du((me).
M

[k|=N,

Let (ng) C M and let us write

N;+1 Ni+1 q
< Z T xm,y> < 21 < Z (ng < l))Tkxnk,y>

[k|=N, [k|=N,

Ni+1 4
+ < Z ((nk > l))Tk.Z‘nk,y>

‘k\*NI
< 5 . Y(Nig — NIt
N;+1

Z <Tkmnk , y>q .

[k[=N;

We take integral to this inequality over M for getting

N;+1 99
M

[k|=N;
N;+1
2207 (Nipr = N D0 po (TH i, )"
|k|=N; m>1
24
< 5 +2%(Nijr = N)T Y ppow(m)?
m>1
24
< g +2 21(Nip1 — Ny)Tpymax(w(l), w(q))
7+ 20Ny — N)p} ()
—2ld I+1 — IV1)" Py q)”-

Since we assumed w({)9p; < pll/ , we take the exponent 1/q and we collect the inequalities to get
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Thus, (z, y}k € (?(H,B, 1) by constant Cyq which can be much bigger.
Because our operator is subspace convex-cyclic operator so such a polynomial, we choose a derivative
function, as f € w(k) and we observe that

(D* f(ar),y) < (D¥, f) - (i ye)*
so that, from the proof of the first point, we deduce

(D¥, f) < CPuw(k)*D¥(f).
k
Since D* f is convergent, then the series > & %(,x") is convergent in £2(#,B, ) converges in distribution
to a Gaussian measure spaces.
The following example will help us to understand the above theorem more. We apply Theorem 5, because
B,, satisfied all conditions that we had in the statement. It remains to show that how the inequality in the 3rd

condition will happen.
o0

Example 2. Let B, be a bounded backward weighted shift on ¢?(N). Suppose moreover that > W
n:1 n
converge. Then B,, converges in distribution to a Gaussian measure spaces.

Proof. Let w be any non-decreasing function. Let (a;,), € N be a dense sequence in N with |o2| < w(n).
We set D := (x,) n > 1, with z,, = a,,e;, where (e;) [ > 1 is the standard basis of £2(N). We define S,, on D by
Snle) = —L—zen.

n (wy..wy)2 En

Since (a, )y is dense in N then span(S,x, n > 1) is dense in H.

o0 (o]
As we get > BEap = aner, also Y Spai = aner, now

B>1 k<1
oo o0
E Sk, er ) = g Qp €, ek
k<1 k<1

[N

(S o )
(1; (wy...wp)?

Since %:1) > —— this yields to

1

w1
ZSkxk,ek < Cyleq Z ﬁ .
k<1 wW1... Wy

So, B,, satisfied all conditions. We get the result.
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Cyaetimanus yrnusepcumemi, Kypdicman atimaev, Cyaetimanus, Upak

Imki KeHICTIKTIKTI JeHeCc-INKJIAIK ollepaTopPJIapabl
ecKepe OTBIPbIN, OPTAJIBIK, IIIEKTI TeopeMa

MakaJstaza 1eHeC-IMKIIAIK 1IIKI KEHICTIKTI omepaTop el aTaJaThbiH OllepaTop aHbIKTAJFaH. Byl KaHaIaH
aHBIKTAJIFaH OIIEPATOP/IbIH, KACHETi 031HiH BEKTOPJIAPhI 0ap MEHIIKTI MOHAEP/, 6ip MOILYJIb/Ii OIIEPATOP/IbIH
SIIIPOJIAPBIMEH GalJIAHBICTHIPAIBI. ABTOPJIAP CHI3BIKTHIK JUHAMUKAIA KYMBIC YKACAFAH, OHbI (DYHKI[UOHAJI-
OBl TAJIAayMeH OipiKTipren Ke3/e AOHeC-IUKJIIIK 11MKi KeHICTiK OIepaTOpbIHbIH 9cepin cyperTereH. 2K ymbic
IIeKCi3 esmeM/i KeHICTIKTepIe OPBIHAAJIbI, OYJI ChI3BIKTHIK, OII€PATOPJIAP/IBbIH THIFBI3 opbuTasapra ue 00-
JIyblHA 9Kestyl MyMKiH. OHBIH ©JIIeM/Ii CAKTay KACHETI BIKTUMAJIIBIK KEHICTITH OJIMNEHEeTIH TUHAMUKAMEH
GipikTipeni »KoHe 3PrOATHIK, TEOPUSHBIH, TAKbIPLIObIH KeHelTeni. Conmaii-ak, JOHEC-IMKIIMIK iKi KeHicTik
OIIEPATOPBIHBIH, MONUMDUKAIMATIAHFAH HYCKACBHIH 0epy YIIiH BupKrod sproarsiK TeopeMachl KOJIIaHBIIFaH.
Cemnapabesii mekciz I'minbepT kenicririmen »xymbic icrey ymin ['ayccTbiy mHBApHaHTTHL JtreMi 60Ty bl Ke-
PEK, OHBIH, KOMEriMeH KaXKeT HOPCEeH] ajly YIIH MOJYJIbIIH 2KeKe BeKTopJapsl naiganburan. Ockl MakaIaia
aJIBIHFAH MaHbBI3IbI HOTHXKEJIEP/IiH Oipi - OpTAJIBIK, IIEKTI TeopeMaHbl 3epTTey. ['aycc eeMin KaMTaMachl3
eTe OTBIPHIN, Gesriii 6ip omeparopra Gepinren Genriii Gip Karmaiiaap/a OPTAJBIK IIEKTI TEOpeMa JTypPbIC
ekeHi KkepceTiyired. 2KaJibl, }KyMbIC TEOPUSJIBIK, TYPFBIJIAH *KaHa YKOHEe YIII Heri3ri yrbIMIbI OipikTipeti: 1m-
HAMUKAJIBIK XKYiie, OllepaTopJiap TEOPHUSICHI K9HE OJIIIeY TEOPHUSIChI MEH CTATUCTHUKA IITEHOEPIHIET SPro/IThIK,
Teopusi.

Kiam cosdep: opTaJibIK IIEKTI TeopeMa, IIMKi KEeHICTIKTI JOHeC-IIUKJIIIK orneparop, l'aycc esmemepi.

X.M. Xacan, 1.®. Axmen, M.®. Xama, K.X.®. JIxxBamep

Vuusepcumem Cyaetimanu, Kypducman, Cyaetimanus, Upax

ILlenTpaabHasa nmpeaesibHass TeOpeMa C yIeTOM
MOITPOCTPAHCTBEHHBIX BBIMYKJIO-IINKJINYECKNX OIepaTOpPOB

B craTbe onpesnenen omepaTop, HA3BIBAEMBIN BBINYKJIO-ITUKJINIECKAM OIIEPATOPOM moanpocTpancTsa. CBoii-
CTBO 3TOr'0 BHOBB OIIPEJIEJIEHHOT'O OIIEPATOPA CBSI3bIBAET COOCTBEHHBIE 3HAYEHUS, MMEIOINE COOCTBEHHbIE
BEKTOPBI, MOJLYJIsl OJIMH C si[PaMU OlepaTopa. ABTopamu IPOHJIIOCTPUPOBaH 3D (MEKT BBITYKJIO-IUKIIAIEC-
KOT'O OIIepaTopa MOAIPOCTPAHCTBA, B CAydae KOrJa MOKA3aHbl (DYHKIMN B JIMHEWHON TUHAMUKE U 00beIn-
HeHbI ¢ MYHKIMOHAJIBHBIM aHaan3oM. Pabora BrInoHeHAa B O€CKOHEYHOMEPHBIX IIPOCTPAHCTBAX, KOTOPbIE
MOTYT MPUBECTH K TOMY, UTO JIMHEHHBIE ONEPATOPHI Oy/IyT MMETH ILJIOTHBIE OpOUTHI. EEro cBOMCTBO coxpa-
HEHUsI MePBbI O0bEIUHSIET BEPOATHOCTHOE MPOCTPAHCTBO C M3MEPUMOM JUHAMUKON U PACIIUPSET MIPEIMET
SProfuYecKoil Teopuu. ABTOpaMy CTaTbU UCIOJIb30BaHA dproauydeckass Teopema Bupkroda, maromiass Mo-
IUUIIPOBAHHYIO BEPCUIO BBIILYKJIO-IUKJIMIECKOrO OIlepaTopa HOJIPOCTPAHCTBA. UTOOBI paboTaTs ¢ cemna-
pabesbHBIM OECKOHEYHBIM TMJIBOEPTOBBIM IIPOCTPAHCTBOM, BayKHO UMETh I'ayCCOBY WHBAPUAHTHYIO MEDPY, U3
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Central Limit Theorem ...

KOTOPOU MIPUMEHSIOTCsT COOCTBEHHBIE BEKTOPBI MOLYJIsT OJIMH, YTOOBI MOy IUTH TO, 9TO Heobxoaumo. OmHum
W3 BayKHBIX PE3YJIBTATOB, IOJYYEHHBIX B 9TOM CTaThe, SABJISAETCH U3ydUeHUe IEHTPAJIbHON IIPEeJIeIbHON Teo-
pemsbl. Ilokazano, 4To, obecnieduBasi rayccoBy Mepy, IleHTpaJbHAas IIPee/IbHAs TeOpeMa BEepHA IIPU OIIpe-
JIeJIEHHBIX YCJIOBUSIX, KOTOPBIE 3aIal0TCsT OMPEIEIEHHOMY OIepaTopy. B meoM, manHasi paboTa siBISETCs
TEOPETHYECKH HOBOH 1 OObEIMHSIET TPU OCHOBHBIX IMOHATUS: JUHAMUYIECKYIO CUCTEMY, TEOPUIO OIIEPATOPOB
U 9PrOJNYECKYyIO0 TEOPUIO B paMKaxX T€OPUM MEPBI U CTATUCTUKU.

Karouesvie crosa: IOEeHTpaJIbHad IIpelejibHasd TeopeMa, BI)IHyKJIO-LH/IKJII/I‘{eCKI/Iﬁ orepaTop InoAnpocrpaHCcTBa,
TayCCOBBI MEPbI.
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