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Development of neural network models for
the analysis of infocommunication traffic

This article discusses the problems of today’s infocommunication networks, the basis of which are multiservice
networks serving all types of traffic, presented as a set of IP packets. The characteristic features of this
traffic are analyzed, each of which is oriented to a certain class of services. The knowledge gained as a result
of ongoing traffic research is an essential factor for increasing the effectiveness of decisions made in various
fields of the telecommunications industry. The need for knowledge of the nature of traffic circulating in
the network and the laws of its behavior is revealed and substantiated. Without this, it is impossible to
effectively manage networks, develop solutions for their development, ensure network security and maintain
the required level of quality. Despite the large number of works about building multi-service networks,
a number of issues require further study. Analysis of traffic studies of modern converged, multiservice
networks showed the lack of knowledge about its nature and laws of behavior, given the high variability
of its characteristics. Thus, it can be argued that the parameters of the studied traffic are statistical,
probabilistic in nature, can vary randomly over time and, accordingly, based on the study, the author
proposes a study using statistical analysis methods. To study traffic, you should use the tools of probability
theory and mathematical statistics.

Keywords: infocommunication networks, neural networks, multiservice traffic, probabilistic traffic characte-
ristics, mathematical traffic models, multimedia services, multiservice traffic, neural network technologies,
studied distributions, traffic classifications, information objects.

Introduction

Artificial neural networks being, although very primitive, but still, being an analog of the principles of the
human brain are used to solve those problems that are unknown how to solve. To solve these problems, there
is no finite or approximate solution algorithm that can be expressed by an equation or a block diagram. These,
in particular, include recognition and recognition of speech and images, as well as complex forecasting tasks
carried out with a limited set of known input data, analysis of big data, i.e. such tasks that are solved by a
person «unconsciouslys. Such tasks include the tasks of studying telecommunications traffic.

Previous studies in [1-3] confirmed the earlier hypothesis about the stability of the distributions of the
probability characteristics of traffic generated by typical information objects, such as student campuses, office
centers, sports and entertainment facilities, etc.

Since the traffic of these objects is, in the probabilistic sense, stable in nature, its characteristic features
can be described by certain models that can be used in the construction and development of communication
networks focused on specific typical traffic sources.

Thus, there is reason to believe that network traffic generated by various information objects will have
distinctive features of the probability distributions of the corresponding traffic characteristics. Accordingly, as
one of the directions of the study of infocommunication traffic, one should single out the classification of the
probability distributions of its characteristics.

The use of neural networks for the analysis of infocommunication traffic

An analytical review of modern scientific and technical literature in the field of infocommunications showed
that the most widespread in works devoted to traffic approximation, approximation of observed distributions, as
well as the construction of mathematical traffic models, were such types of distributions as: Poisson distribution,
normal distribution, Weibull distribution, Pareto distribution and hyperexpo-nential distribution.
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In multiservice networks, mathematical models of traffic flows from the simplest Poisson to the complex
model of fractal processes can be used.

The advent of pervasive sensor networks, the Internet of things, NGN networks, and other technologies
complicates the dynamic processes that occur in information and communication networks. Multimedia services
(video streaming, interactive games, etc.) are gaining more and more popularity as compared to classical
communication services.

Three main types of traffic can be distinguished [4]:

1. Homogeneous traffic in monoservice networks. Representatives of this type are telephone networks that
provide only voice communication services; in most cases, this traffic corresponds to an elementary Poisson
stream model. This model has been widely used in information distribution systems such as switched telephone
networks. The description of flow models in classical telephone networks was mainly carried out on the basis
of an ordinary flow without aftereffect, obeying the family of Poisson distributions [5]. The widespread use of
the Poisson stream is due, in particular, to one of its essential properties - the additivity property - the sum of
Poisson flows is also a Poisson stream.

2. Heterogeneous traffic in multiservice networks. The nature of this traffic is determined by the wide
range of services provided and the integrated characteristics of the multiservice network. This type of traffic is
characterized by increased unevenness.

3. Multiservice traffic in packet networks. Traffic of this type is heterogeneous and even more different from
the Poisson stream. A single network is used to transmit streams of various services, but traffic sources differ in
data transfer speed, type of traffic generation and transmission. Such flows are characterized by «burstinesss,
which causes even greater traffic unevenness.

Thus, packet switched multiservice networks traffic is already significantly different from Poisson stream.
Multiservice traffic has non-stationary properties and is described by heavy-tailed distributions. Such type
of distributions, including the phenomenon of long-term dependence, are signs a large number of popular
IP applications correspond to slowly decaying distributions, for example, some studies show that VoIP is
characterized by Pareto distribution, FTP / TCP traflic is characterized by Weibull distribution or lognormal
distribution, and HTTP / TCP is characterized by lognormal distribution or Pareto distribution [6].

The Weibull and Pareto distributions are examples of slowly decreasing dependencies. Due to the large
dispersion value, these distributions are characterized by certain computational difficulties, because of the need
to consider large amounts of static information [7].

As you know, classification issues are effectively addressed using neural network technologies. Consider the
possibility of using neural networks to classify the main typical probability distributions.

The analysis of neural network models determined the choice for further studies of a multilayer network
with direct signal propagation.

There are various software tools for implementing neural networks: Matlab, Python, RStudio, C ++, etc.
At the previous stage of the study, the Matlab software package was chosen as a tool for working with neural
networks [8-10]. It provides a convenient graphical interface and contains most of the necessary built-in functions,
however, experience with the package showed its lack of speed with an increase in the amount of input training
effects. Therefore, the programming language Python was chosen as a platform for implementing a neural
network.

Python provides the ability to select a neural network model, flexible parameter settings, as well as various
implementation options for activation functions and learning algorithms. The disadvantage of this toolkit is
the lack of a graphical interface. Another advantage of the Python programming language is the availability of
various libraries for modeling neural networks [11, 12].

In this work, the PyBrain library is selected as the Python library for performing operations with neural
networks. PyBrian is a modular library designed to implement various machine learning algorithms in Python.

To initialize a neural network in PyBrain, the net = buildNetwork (layers, options) function is used. This
function creates a network consisting of the number of layers and neurons in them required by the developer.
The layers argument indicates the number of neurons in the layer, and enumerating multiple values with a
comma specifies the number of layers. The options argument is a variety of options that you can configure when
creating a neural network. For example, you can set your own activation function for the output and for each
of the hidden layers.

The training set for a neural network is set by the function ds = SupervisedDataSet (inp, target). The inp
parameter is responsible for the data that will be input to the neural network. The target parameter is the
target neural network training vector, i.e., the vector of those values that the neural network should produce
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for a given set of input values. The advantage of the PyBrain library is the ability to create data for training a
neural network using both the Python programming language and load previously created values from a file.

The neural network learning algorithm is defined by the function corresponding to the name of the algorithm.
In this paper, we study the training of a neural network using the error back propagation algorithm, and it is
specified in this environment by the function trainer = BackpropTrainer (net, ds). The net argument is a link to
the network in the form of the previously declared network name, which must be trained using this algorithm.

The neural network training is initialized using the trainer.train function, where the trainer is a link to the
previously specified training algorithm. Calling the train method performs one iteration (era) of training and
returns the value of the quadratic error. In order not to organize a cycle for passing through each era, there is a
training network function for convergence - trainer.train Until Convergence (ds, maxEpochs). The ds argument
indicates which data to use as the training set. The maxEpochs argument allows you to limit the number of
iterations during which the neural network will be trained. Regulation of this argument reduces the training
time of the neural network. If continuing training using initial vectors will worsen the approach to verification
vectors, then network training will stop earlier. The functional toolkit of the PyBrain library also allows you to
set the value of the target learning error and control the learning speed.

After the training of the neural network is completed, you can begin to test it. To test a neural network, you
must use the previously described function SupervisedDataSet (inp, target) to specify the data that must be
supplied to the input of the neural network, as well as the values of the target vector that should be obtained at
the output. If the target vector for the test data is not known, it must be filled with zeros by default. Similar to
the training sequence, you can create data for testing a neural network using the Python programming language
or load previously created values from a file.

Neural network testing is initialized using the trainer.testOnClassData (ds) function. The ds parameter in
this function indicates the data set on which to test. If this parameter is not specified, then by default testing
is performed on the data used in training the neural network.

Building a neural network architecture

The problem of traffic classification that we are solving consists in assigning the investigated real traffic to
one of the known probability distributions. To do this, you need to create a neural network that can identify
the correspondence between the parameters of the input data and the known probability distributions, i.e. with
a given certainty will ensure the formation of the output signal corresponding to a certain distribution law.

Let us turn to the traffic statistics of one of the typical information objects, on the basis of which there was a
selection of parameters for study [10]. His analysis showed a significant predominance of TCP traffic. Therefore,
at this stage, for further research, the following parameter was selected that characterizes TCP traffic - the
duration of TCP sessions. It is also interesting because it to some extent represents an analogue of the duration
of connections of traditional telephone networks, which provides the basis for future comparative analysis. The
statistics used in this work contained information about TCP sessions, the overwhelming number of which did
not exceed 3000s in duration.

It is known that to select the architecture of a neural network, it is necessary to determine the number of
hidden layers and the number of neurons in each layer, the size of the input and output vectors, and in addition,
select the activation function. A vector, in accordance with the terminology adopted in neural networks, is
understood as a set of data supplied to or received from the input of a neural network.

The studied traffic mainly contained TCP sessions, the duration interval of which ranged from 0 to 3000 s.
At this stage of the study, this interval [0: 3000] was divided into uniform segments with a step of 60, which
allowed the formation of samples containing 51 values (one from each segment). As a result, it was assumed
that the dimension of the input layer of the neural network contains 51 neurons.

An assumption was made that all considered samples have the same values of mathematical expectation
and variance, corresponding to the nature of the TCP sessions of the analyzed traffic approximated by ideal
distributions. The values of each distribution determine the number of TCP sessions from 0 to 3000 s in
length, provided that they are approximated by these distributions. Therefore, 51 values of each of the studied
distributions, which will form the input vector, should be fed to the input of the neural network. In fig. Figure
1 shows graphs of the studied distributions.
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Figure 1. Graphs of the studied distributions

The output of a neural network determines which of the five commonly used distributions the input data
have the most correspondence, based on which five neurons were involved in the output layer. Fach of the
neurons of the last layer is associated with an output that «encodes» the distribution. The assignment of the
input sample to the corresponding distribution law is performed with the initially specified reliability. To verify
the effectiveness of the proposed neural network architecture and search for an acceptable design option, the
number of hidden layers and the number of neurons in them were changed [13, 14].

During testing, 100 experiments were conducted for each of the distributions. By one experiment is meant
the input of a trained neural network (with a certain number of neurons and hidden layers, as well as with a
given volume of the training sample) of the input sample corresponding to one of the known distributions and
not included in the training sample. The result of each experiment was the value of the output vector, with a
given reliability, showing the distribution law, which corresponded to the sample submitted to the input of the
neural network. According to the results of all experiments, the proportion of successfully (correctly) recognized
distribution laws was determined according to the success criterion (Tables 1 and 2). The proportion of correctly
recognized distribution laws was estimated by assigning the resulting sum of successes to the total number of
experiments.

Table 1

The number of input samples successfully recognized by the neural network, %

Number of hidden layers
1 | 2 \ 3 \ 4
The number of neurons in the hidden layer
1 2 314 |5 6 7 8 9
10 {20 | 30 | 40 | 20, | 30, 40,
The number of 10 | 20, 30,
training samples 10 20,
10
1 000 01010 0 0 0 0
. o 10 000 1] 3| 3 3 16 | 26 28
Poisson distribution 50 000 15 716 [ 19 15 53 130 33
30 000 2011914 19 33 | 29 32
1 000 0010 0 0 0 0
o 10 000 0010 0 0 0 0
Normal distribution 20 000 33120 53] 32 |98 |99 | 07
30 000 60 | 68 | 84 | 83 97 | 97 97
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1 2 3| 4 5 6 7 8 9

1 000 0 0] 0 0 0 0 0

. o 10 000 5 5 5 5 6 5 8
Weibull distribution 50 000 5 5 B 5 6 5 3
30 000 6 6 5 6 5 6 7

1 000 0 01| 0 0 0 0 0

o 10 000 0 010 0 0 0 0

Pareto distribution 50 000 5179 120 10 5 49 11
30 000 37 | 28 | 44 37 29 | 22 43

The neurons in the layers were interconnected according to the principle of «each with each». All connections
of two neurons were assigned a weight coefficient, which was then corrected by the network during training.
In hidden layers, the sigmoidal activation function was used, and in the output layer, the softmax activation
function was used. The training sequence was formed from 30 thousand vectors of each of the distributions. The
values for them were calculated on an argument taken randomly from the interval [0: 3000].

Table 2

The number of input samples successfully recognized by the neural network, %

Number of hidden layers
1 | 2 | 3 ] 4
The number of neurons in the hidden layer
10203040 20, 30, 40,
The number of 10 20, 30,
training samples 10 20,
10
1 000 56 | 55 | 55 | b5 55 58 56
Hyperexpo-nential 10 000 54 | 58 | 53 | 53 57 63 62
distribution 20 000 65 | 62 | 62 | 41 52 62 60
30 000 53 | 65 | 57 | 60 63 60 63

During the study, it was found that an increase in the hidden layers or neurons in them leads to an increase
in the recognition quality of not all distributions [15]. However, an increase in the training sample significantly
increases the likelihood of correct recognition of some distributions supplied to the input of the neural network.

Based on the above experiments, the following neural network architecture was chosen: 51 neurons in the
input layer, two hidden layers with 20 and 10 neurons, one output layer with five neurons (Fig. 2).
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Figure 2. Architecture of the studied neural network
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Training Sample Adjustment

It was found that a neural network constructed and trained in the presented way cannot accurately recognize
all types of distributions. The values of many of the studied distributions are mainly contained in the interval
[0: 300] and have a long «tail» of significantly lower values. With a uniform choice of x from the domain of
definition of values characteristic of each distribution, it turned out insufficiently, as a result of which the neural
network could not reveal the distinctive features of all [16]. As a result, the training sample was formed in
such a way that a larger number of x values were concentrated on the interval [0: 300], near the mode of the
corresponding distribution, and the remaining one was evenly distributed outside it randomly.

Table 3 presents the results of testing a neural network when vectors of constructed distributions that
were not included in the training set were fed to it. For each distribution, 100 experiments were performed. In
each experiment, the correspondence of the value of the output vector was determined, which determined the
distribution law recognized by the network and the given distribution law of the input sample applied to the
input of the neural network. According to the results of all experiments, the proportion of successful tests was
determined [17].

Table 3

The number of input samples successfully recognized by the neural network, %

L. . Number of training sequences
Distribution
30 000 | 50 000 | 70 000 | 100 000
Poisson distribution 76 84 78 81
Normal distribution 100 100 100 99
Weibull distribution 94 92 93 93
Pareto distribution 99 99 99 99
Hyperexponential distribution 100 100 100 100

From Table 3 it follows that the network recognizes the normal distribution, Pareto distribution and
hyperexponential distribution as follows. The probability of successful recognition for the normal distribution
is about 0.97, for the Pareto distribution — 0.99 and for the hyperexponential distribution — 0.99.

It is important that, compared with the results shown in Tables 1 and 2, the share of recognized Poisson and
Weibull distributions significantly increased. Consequently, the hypothesis of the necessity (in the formation of
training samples) of the prevailing use of argument values gravitating to the mode value of the corresponding
distributions is confirmed.

Conclusion

The obtained results prove the possibility of creating a neural network that can solve the problem of assigning
the distributions of the values of the parameters of real traffic to one of the known probabilistic distributions

Thus, it was found that a network with 2 hidden layers, 20 neurons in the first hidden layer and 10 neurons
in the second hidden layer will be sufficient architecture for recognizing the given distributions. In hidden layers,
the sigmoidal activation function was used, and in the output layer, the Softmax activation function was used.

It was also revealed that an increase in the hidden layers or neurons in them leads to an increase in the
recognition quality of not all distributions. However, an increase in the training sample significantly increases
the likelihood of correct recognition of the distributions supplied to the input of the neural network.

When testing a neural network, it was noted that the quality of recognition of distributions by a neural
network is affected not only by the size of the training sample, but also by its composition. In the course of
the experiment, the hypothesis was confirmed that with a uniform choice of x from the domain of definition
of values characteristic of each distribution, the neural network could not reveal the distinctive features of all.
Correction of the training sample so that a larger number of x values are concentrated near the mode of the
corresponding distribution, and the remaining one is evenly distributed outside it randomly, thereby increasing
the stability of correct recognition.

Based on the results of the analysis of models of neural networks, and also taking into account the fact
that the data processed during the analysis of teletraffic, firstly, do not have a very high dimension, secondly,
the input vector fully describes the process under study, and thirdly, the main predicted task of the proposed
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analysis is a classification - it should be concluded that the preferred use in further studies of multilayer neural
networks with direct signal propagation.
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NuadokoMMyHNKaMUAIbIK TPAMUKTI TaIgay YIMiH
HEeNPOHABIK, >KeJIIHIH MOoJdeJbIePiH XKacay

Maxkanana [P makerTep >KUBIHTBIFBI PETIHIE YCHIHBLUIFAH, TPAMUKTIH O6ApJLIK TYpiHE KBI3MET KOPCETETiH
MYJIBTUCEPBUCTIK 2KeJtijiep 60JIbIT TabbLIATHIH Ka3ipri HHMOKOMMYHUKAIUAIBIK, KeJIJIepIiH Mocesesrepi Ka-
pacThIpbLIIbL. TeleKOMMYHUKAINAIIBIK, KeJijlep »KUBIHTBIFBL VIIH OChl TPAMUKTIH CHIAaTTaMaJapbl TaJl-
JAHJIBI, OJIAPIIBbIH OPKAMCHICH Gerisi 6ip KhI3MeT TypiHe OarbITTasfaH. 1padukTi 3epTTey HOTHKECIHE
aJIBIHFAH O1JIIM TeJIEKOMMYHUKAIUs CAJTAChIHBIH OPTYPJIi CaJIaJIapblHIa KAObLIIAHATHIH eI MIep/IiH THIM-
JUJITH apTTHIPY/IbIH, MaHbI3IbI (aKTOPbI 60N Tabblaaabl. 2Kesimxeri TpaduKTIH CUIaTBl MEH OHBIH, 3aH-
JBLTBIKTAPBIH 01Ty KaXKeTTLTIr aHbIKTAIALI KoHe moseaaeHai. OHch3 xemimepai TriMal 6ackapy, omapiabl
JaMBITY YIIH IIenrMIep 93ipJey, KeJIiHiH Kayilci3irin KaMTaMachl3 eTy »KoHe KaKeTTi calla JdeHreilin
ycTan Typy MYMKiH eMec. MysibTucepBuCTiK 2KeJtijiep/ii casly OOMBIHINA *KYMBICTAP/bIH KOITIriHe KapaMac-
TaH, OGipKaTap Mocesesep KOCBIMINA 3ePTTEY/l KAXKeT eTe/ll. 3aMaHayd KOHBEPTreHTTI TPadUKTi, MyJIbTH-
CEPBUCTIK KeJIJIepi 3ePTTey HOTUKECIHIE OJIaPbIH, CUIATTaAMAaJIAPBIHBIH »KOFaphl ©3TEPIillITIiTiH eCKepCek,
OHBIH, TAOUFATHI TypaJibl OiaMenTiHiMI3aI KopcerTi. Kasipri »keminepain Tpadurine ke3eiicok, paxkTopaap-
JIBIH, KOIITIrl ocep ereri, OyJ OHBIH CHUMATTAMAJIAPBIH JETEPMUHAHT PETIHIE TaJIAay MYMKIHJITH KOKKA
mbrrapael. Ocbuiaiima, 3eprreserid TpadUKTiH mapaMeTpiiepi CTaTUCTUKAIIBIK, BIKTUMAJILI CUIaTTa 60-
JIATBIHBIH aiiTyFa 60JIaIbl XKOHE YAKBIT OTe Kejle Ke3JefiCOK e3repyi MyMKiH, COHIBIKTAH 3€PTTEY HeriziHe
aBTOP CTATUCTHUKAJIBIK TAJJAYy 9ICTEPIH KOJIJaHa OTHIPBIN 3epTTey Kypridyai yeeiHaabl. Tpadukri 3eprrey
YIIiH BIKTUMAJIIBIKTAD TEOPHUSICHI MEH MATEMATHKAJBIK CTATUCTUKA KYPAIJapbIH MaiilaiaHy Kepek.

Kiam ceadep: nHPOKOMMYHUKAIUSIIIBIK, YKeJTiIep, HEMPOHIBIK, YKeJiIep, MyJIbTHCEPBUCTIK TpaduK, Tpaduk-
TiH BIKTUMAJIbI CAIATTAMAIAPBI, TPAMUKTIH MATEMATUKAIBIK, MOIE/IbIEP], MYJIbTUMEIUSIBIK, KBI3METTED,
MYJIBTHCEPBUCTIK TpaduK, HEHPOHIBIK, TEXHOJIOTHSIAD, 3€PTTEJITEH TapaTyiap, TpaduKTiH KikTeaiMmaepi,
aKIapaTThIK 00bEeKTLIEp.

L. Cennos, B. Toiixman, M. Kacenosa, A. Ceitnos, /1. Iluarncos

Pazpaborka Mojesieilt HeiipOHHBIX ceTell AJIsd aHaJIn3a
MHAOKOMMYHUKAIIMOHHOIO Tpaduka

B crarpe paccmorpeHbl mpobIeMbl CErOMHSANIHUX MHMOKOMMYHUKAIMOHHBIX CeTell, OCHOBY KOTOPBIX CO-
CTaBJISIIOT MYJBTUCEPBUCHBIE CETH, OOCTyKUBaoIne TpapduK BCEX BUIOB, MPEJCTABJIEHHBI B BUIE COBO-
kymuaoctu [P-makeros. [Ipoanasmm3upoBanbl XxapaKTepHbIE OCOOEHHOCTH 3TOr0 Tpaduka /s Habopa ceTeit
TEJIEKOMMYHUKAIU, KaXKasi U3 KOTOPBIX OPUEHTHPOBAHA HAa OIPEJEJICHHBIN KJIACC YCIyT. SHAHUs, I10-
JIyJYeHHBIE B Pe3yJIbTaTe MPOBOIUMBIX WCC/IEIOBAHUN TpadUKa, SBISIOTCS CYIIECTBEHHBIM (DaKTOPOM JIJTst
MOBBIIIEHUsT JEHCTBEHHOCTH TPUHUMAEMBIX PEIIEHNIT B CAMBIX PA3JIUIHBIX OOJIACTIX TEJIEKOMMYHUKAITUOH-
HOI1 oTpaciu. BoisBiena u 060cHOBaHAa HEOOXOAMMOCTb 3HAHUS IIPUPOJBI IUPKYIUPYIOIEr0 B CETU TPa-
(dbuKa U 3aKOHOB €ro MOBeIeHNUsi. be3 5TOro HeBO3MOXKHO 3(MDMEKTUBHOE YIPABJIEHUE CETSIMU, BHIPAOOTKA
peliennii 1o uX pa3BUTHIO, OOECIIeYeHUe CeTEBOM GE30IMACHOCTH U MOJJEPKKA HEOOXO[IUMOT0 YPOBHS Kade-
crBa. Hecmorpst Ha 60s1bIm0€ 4mcsio paboT O HOCTPOEHNH MYJIBTHCEPBHUCHBIX CETE, PsiJi BOIIPOCOB TpedyeT
JajbHedero usyydenus. AHajau3 uCcae0BaHuii TpaduKa COBPEMEHHBIX KOHBEPIEHTHBIX, MYJIbLTUCEPBUC-
HBIX CeTell MOKa3aJl HeJOCTATOYHOCTh MMEIOIUXCsI 3HAHUN O €r0 IPUPO/Ie U 3aKOHAX TTOBE/ICHUS, YINTHIBAs
BBICOKYIO U3MEHYHBOCTD €0 XapaKTepucTuK. TpaduK COBPEMEHHBIX CeTeil TOABEPKEH BJIUSHUIO GOJIBIIIOrO
KOJIMYECTBA CIIYIAMHBIX (PAKTOPOB, UTO MCKJIIOYAET BO3MOXKHOCTH aHAJIN3a €r0 XapaKTEePUCTHK KaK Jie-
TEPMUHUPOBAHHBIX. TakuM 06pa30M, MOYXKHO yTBEDKIATH, YTO MAPAMETPhI UCCIEAYeMOro TpaduKa HOCIT
CTATUCTUYIECKU, BEPOSITHOCTHBIN XapaKTep, MOT'YT U3MEHSTHCS B T€YEHNE BPEMEHH CJIyYaiiHbIM 00pa3oM, u,
COOTBETCTBEHHO, HA OCHOBE IIPOBEJIEHHOTO MCCJIEIOBAHIS ABTOPAMH IIPE/JIOKEHO UCCIIEOBAHUE C UCIIOIb30-
BaHUEM CTATUCTUYECKHUX METOJOB aHaiu3a. g usydenus Tpaduka cieayer UCIOJIb30BATH MHCTPYMEHTHI
TEOPUM BEPOSITHOCTEH U MATEeMaTUIECKON CTATHUCTUKI.

Karouesvie caosa: nHPOKOMMYHUKAIIMOHHBIE CETH, HEHPOHHBIE CETH, MYJIbLTUCEPBUCHBIN TpadUK, BEpOsT-
HOCTBIE XapPAKTEPUCTUKH TpadUKa, MaTeMaTHIECKIe MOJIeJId TPadUKa, MyJIbTUMEIUNHbIE YCIIYTH, MYyJIbTH-
CEPBUCHBIH TpaduK, HEfpOCceTEBbIE TEXHOJIOTHH, UCCIEIyEMbIE PACIPEIETIeHNUsI, KIAaCCu(PUKAIUU TpaduKa,
UHGOPMAIMOHHBIE OOBEKTHI.
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