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On the numerical schemes for Langevin-type equations

In this paper, a numerical approach is proposed based on the variation-of-constants formula for the
numerical discretization Langevin-type equations. Linear and non-linear cases are treated separately. The
proofs of convergence have been provided for the linear case, and the numerical implementation has been
executed for the non-linear case. The order one convergence for the numerical scheme has been shown
both theoretically and numerically. The stability of the numerical scheme has been shown numerically and
depicted graphically.
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Introduction

In the beginning of the 20th century Paul Langevin discovered a very successful representation of
the Brownian Motion [1]|. This representation has been used as a fundamental building block, modified
and generalized to analyze a large class of important stochastic processes. In simple terms, he applied
the Newton’s second law to a Brownian particle and obtained the differential equation that is known
as the Langevin equation.

Due to its fundamental nature the generalized and modified versions of the Langevin equation
has been used for modeling particle movements in so many different fields. |2| shows how it could be
utilized in the statistical mechanics . Kubo introduces a generalized version of the equation for different
applications [3,4]. [5] introduces a structure of energetics into the stochastic system described by the
Langevin equation and applies it in the thermodynamics context. [6] shows that how the Heisenberg-
Langevin equation can be used to derive a Schrodinger equation for a Brownian particle interacting
with a thermal environment. |7] used an approximate time-evolution equation of the Langevin type
in modeling chemically reacting systems. [8] applies the Langevin equation in a stochastic control
problem. [9] numerically investigates the Brownian motion of particles in a fluid with inhomogeneous
temperature field.

In this study, a modified version of the Langevin equation has been studied from a numerical
perspective. The convergence rate analysis of numerical schemes designed for these type of equations
have been examined thoroughly in the literature. For a general treatment of numerical solutions of
stochastic differential equations the reader is referred to [10].

[11] considers similar stochastic differential equations and analyzes the convergence rate of a
numerical method where the approximation of the drift coefficient is done by the local linearization
method and the diffusion coefficient by the Euler method. It is shown that order one convergence is
obtained which is in line with the results obtained in this paper. The order of convergence of the Euler
method for neutral stochastic functional differential equations has been studied in [12] where also similar
order of convergence has been achieved. Convergence performance of different numerical integrators
have been discussed in [13,14] specifically for the Langevin-type equations, and weak convergence of
order one has been obtained.

[15] considered the same Langevin-type equation

X, =X, — X} —vX, + oW, (1)
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and approached to solve the equation by putting it into the form of
Xt—f—I/Xt:Xt—X?—f—O'Wt (2)

[15] obtained numerical schemes for the approximation of the solution (2). While discretizing the
integral he used the trapezoidal rule. The numerical schemes are obtained by the variation-of-constants
formula, however, no analysis of convergence of the numerical schemes has been given.

In this study, equation (1) has been considered under the form of

Xt + VXt - Xt - *XE + O'Wt (3)

Therefore, slightly different numerical schemes are obtained for the approximation of the solution
of the equation (1). In addition to this, while discretizing the integral the left hand rule has been used
as opposed to the trapezoidal rule. The results in the existing literature have been obtained but in
an easier and more straight forward way. Furthermore, higher order of convergence rates have been
established both for one step convergence and general n step convergence.

The organization of the paper is as follows. In section 2, an explicit numerical scheme has been
derived for equation (1). The convergence analysis has been worked out in detail and order h convergence
has been proved. In section 3, the theoretical results obtained in the previous section have been verified
and a further stability analysis has been carried out. Finally, in section 4, the results are summarized
and the paper is concluded.

Numerical schemes for Langevin-type equations
Now, let us consider the oscillator with cubic restoring force and additive noise from [15].
X, =X, — X} - vX, +oW,. (4)
Let us consider the Langevin-type Eq.(4) in the form
Xi+vX,— X, = —X} 4+ oW, (5)

Let us write Eq.(5) as a system of first-order Ito stochastic differential equations

()= (0 2 ) (5o (o o) ®

Let us find the unique solution of Eq.(6) using the method of variation of constants formula. Namely,
first let us find the solution of homogeneous part. For this consider the matrix

0 1
A= :
The eigenvalues of the matrix A are r = =¥tvr+d V2”2+4 and —r — v, with the corresponding eigenvectors

(1 ,7)T and (1 ,—r—v)7, respectively. Using these information, we can write the matrix A as a Jordan
canonic form to write the exponential matrix el as

At 1 1 ert 0 1 —-r—v -1
et = _ .
ro—r—v 0 et ) —opr —y - 1

From here the solution of homogeneous part is found as

1
X; = X Y.
t 2T+V(0411(t) 0+ a12(t)Y0)
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1
Y, = X )Y,
f 2r+y(0421(t) 0 +a2(t)Yo),

where
an(t) = (r+v)e +relm I as(t) = et — e,

ag(t) = r(r+v)e —r(r+v)e " and ag(t) = re’t + (1 + v)el TV,

Therefore, by the variation of constants formula the solution of the non-homogeneous Eq.(6) is

Xe N _ e[ Xo " A(t—s) 0
<Yt>‘e <Yo>+/oe -X3+odw, )

Hence,
¢
X, = )X, )Y, t—s)(—X3 V,)d
¢ 2r+y(o¢11() 0+ a1a(t) 0)+2r+1//0 are(t — s) (= X2 + oWs)ds,
1 t .
Y, = )X )Y t—s)(—Xx3 L )ds.
f 2r+y(a2l() o+a22()0)+2r+y/00422( $)(— X7 + oWy)ds

Using the fact that eAteds = A+ discretizing the integrals with the left hand rule gives the
following explicit numerical scheme

1 h
Xn =5 . Xn Yo) - 55— X3 A n
+1 2r+y(0¢11(h) + a12(h)Yy) 2T+V0412(h) nt 2T+V0412(h) w, (7)
h
Yog1 = h) X, h)Yy) — h) X} h)AW,,.
1= g (e () Xn + an()Yn) — 5 = —an(h) X, + 5 ——an(h) AW, (8)
It is clearly seen that the solution of linear part of non-homogeneous equation is
Xy = — (a1 ()Xo + ana(t) o) — —2 /toa (t — s)dW, (9)
t= 9 \en 0 12(t¥o) =5 = ; 12 59
t
Y, = t) X t)Yp) — t—s)dWs, 1
= 5y (on(0Xo + am(¥) - -5 [ am(e— s)aw (10)
and discretization of linear part is
1
Xnt1 = h) X, h)Y, h)AW,,, 11
1= 5 (en () Xn + 1a()¥n) + 5 =012 (R) AW, (11)
o
Y= h) X, h)Y, hAW,,. 12
1= g (021 (h) X + 0 ()Yn) + 5 —— 0 (h) AW, (12)

Lemma 1. For the numerical solution of linear first order system of differential equation

()= (5 o) () o+ (o) 13)

consider numerical scheme (11) and (12). Then, the mean square errors after one step of the numerical
schemes satisfy the following estimates:

(E[1X1 = Xu])V/? < CL(T)oh??, (14)

(E(Y1 = Yal*)'? < Co(T)o ™2, (15)

where the constants C1(T) and C2(T) are independent of o and h, but depend on T. Here, X3,Y},
denote the exact solution after a time h and X7, Y7 denote the numerical solution after one step. That
is the local errors are of order 3/2 uniformly.
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Proof. By definition,

o
2r+v

h
BlIX: - X342 = (-7 )?E( / [(na(h) — ana(h — 5))duw])?,

but using Itd isometry, we get

g

:(27‘—1—1/

h
)2/0 [a12(h) — a1a(h — 8)]2(18.

Then by the mean value theorem, we have

o h
= (%5 [ e (= (- 9)pas

for some h — s < £(s) < h.
Since we have |o/j5(£(5))| = |re™ 4 (1 + v)e"" & < |re™€ 4 (r + v)e’é| < |(2r + v)e™| then we get

(B[|X1 — X3)?) < o2e®h3/3 < o2e¥Th3/3.

Hence, we have
(B[ X1 — Xu?)"? < oC/(T)D??

for some positive constant C7(T") does not depend on h and o, but depends on T
The mean square error after one step for numerical scheme for velocity is

g

E[V1 - Y] = (m

h
PE([ l(an(h) — an(h - 5))dw.)?
0
But using It6 isometry, we get

g

:(27"—1—1/

h
)2/0 [aga(h) — aga(h — s)]?ds.

Then by the mean value theorem, we have

o h
— Ty / [y (€(5)) (h — (h — 5))ds

2r+v

for some h — s < £ < h.
Since |ahy(£(5))] = [12e86) — (r + v)2eTVEG) | < |r2eth — (1 4 v)2e(TTR) < 2P < (21 4 v)em™h
and since o, (&(s)) is an increasing function, then we have

(E[|Y1 — Y 2DY? < 0e™™h3/2/\/3 < 0 Cy(T)h3/?,

for some positive constant Cy(7T) does not depend on h and o, but depends on 7.

Corollary 1. Let ¢, be a solution of the equation ez? =1, 0 < p < 1.5. If we take in Lemma 1 the
step size h with h < (cp)l/ P /2r then we have the mean square errors after one step of the numerical
schemes satisfy the following estimates

(B[ X1 — Xn|}))2 < CLon®P/2, (16)

(E[[Y1 — Y3|H)/? < CoohB—P)/2 (17)
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where the constants C7 and C5 are independent of o, h and T'. If we take for example p = 1.2, then
we get the case ¢1.2 = 0.6043. Hence, for any h < 0.6572/2r, the mean square errors after one step of

the numerical schemes satisfy
(EHXI . Xh‘Q])l/Z < C1O’h0'9,

(B[|Y1 — Y3|?])Y? < Cyoh®?.

To show general mean square errors at time T, we need to obtain the following estimates.
Lemma 2. a) We have E|dX| = E|d}| = 0.
b) We have E[(dy)?] = O(h?), E[(d},)?] = O(h?) and E[|d;{d}[] = O(R%),

where
X o tn+1
dn = 2 + v </tn a12(tny1 — s)dws — a12(h)AWn>
and
Y o tn+1
dn = 2r +v (/tn ag(tnt1 — s)dws — 0422(h)AWn> -
Proof.

a) Since the Ito stochastic integral has expectation zero, the estimates E|d.| = E|dY | = 0 follow.
b) By definition

2
g

E(dX)2 - (27“ + v

n

2B < /t :n+1(alg(tn+1 _ ) - alg(h))dWs)

Then, by the Itd’s isometry we have

o
2r+v

= ( ) /ttnﬂ(am(tnﬂ —5) — aga(h))?ds.

But by the mean value theorem

o tn+1
=57 [ (0 D s Wodale(e) s
for some t,11 — s < &(s) < h, for the differentiable function ajs(z) = €™ — e(=""*)%) we have

ot (£(5))] < < (2r + v)e™. Then

< (-7

tn+l
2 ERRY: rhy2
< 2r+y) /tn (nh —s)“((2r +v)e™)%ds

tn+1
= 0262”‘/ (n*h? — 2nhs + s?)ds = 02> T h3/3,
tn

for any h < ¢o/2r since ﬁ?*l(n2h2 — 2nhs + s?)ds = h3/3.
In the same manner, by definition

2
g

E(d))* =
(dr) (2r+1/

)2E ( /t :n+1(a22(tn+1 _) - agg(h))dW5>

then, by the [t6’s isometry we have

o
2r+v

= ( ) /ttn+1(a22(tn+1 —5) — aga(h))?ds
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But by the mean value theorem

o
2r+v

— Ty / "+ Db — s — B2 (ahal(€(5)))%ds,

for some t,, 11 —s < & < h and for the differentiable function ags(z) = re™ + (r+v)el=""*)%). Since the
function oy ()| is an increasing function, oy (£(s)) < r2e™ — (r4v)2eTh < 2 < (27 4 v)e™).

Then
o

< (

tn+l
2 RY) rhy2
< 2r+y) /tn (nh —s)*((2r + v)e"™)%ds

tn+1
= 02€2rh/ (n*h? — 2nhs + s?)ds = o> Th3/3.
tn

Now, let us find an estimate for |d;X d¥ |. But by the fact that expectation of product of independent
increments is zero, we have

aXay| < (=

n —= my /tnnH(O‘lQ(tn—i-l - 3) - 0412(}1))(0422(75711% - S) — an(h))dS.

But by the mean value theorem, we obtain

X2 < G5 R [ (Db = s = WPlaa(w(e)) b (€(e))lds

for some t,,41 —s < YP(s) < h and tp11 — s < &(s) < h. Hence,

g

< (

tn+1
2 2 rh rh
— 2 2
< 2r+y) /tn (nh —s)“((2r +v)e™)(2r + v)e™ds

tn+1
= TO'2€2Th/ (n*h? — 2nhs + s*)ds = o> T h3/3.
tn

Corollary 2. Let the positive real numbers p and ¢, be as in Corollary 1. If we take in Lemma 2
the step size h with h < (c,)'/?/2r, then
a) E[(dX)?] = O(h37P), E[(dY)?] = O(h37P) and E[|dXdY|] = O(h*P), where the upper bounds for
the estimates do not depend on o, h, and T. If we take, for example p = 1.2, then we get the case
c1.2 = 0.6043. Hence, for any h < 0.6572/2r
b) E[(d)2] = O(h'), E[(dY)?] = O(h'®) and El|ldXdY || = O(h'*).
We now indicate the global mean-square error of the stochastic exponential integrators (11) and (12).
Theorem 1. Consider the numerical solution of (13), the method (11) and (12). Then, the mean-
square errors of the numerical scheme satisfy
8) (E|X, — X, P)/2 < Cy(T)h,
b) (E[Y, — i, )2 < Cy(T)h,
for some constants C3(7") and Cy(T).
Proof. The recursive relation for the solution of linear part is

Xtnr ) _ an [ Xi, /t"“ Altnsr—s) (0
( Vi, >—6 Y:, + . e - ds.

Using equations (11) and (12), we have

En+1 = eAhEn + dp,
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L (e X, —Xa _ ([ dY . o :
where £, = vy | = v, _v and d, = o) Using the mathematical induction, we
€n tn = In n

obtain the formula
n

Epi1 = A(n+1) hE + Z (n—j hd _ ZEA(n_j)hd]’,
7=0

since Fy = 0. Hence,

2
El(e)41)%] = (3, 1 V)QE { (an((n = j)h)d + ara((n - j)h)d}v)]

ZZ an((n— RS + ara((n — j)h)dY) (an((n — )h)d + aw((n — i)h)d})
7=0 =0

2T+V

since expectation of product of independent increments is zero, we have

n

)2 ((anr((n = 5)R)ZE((d})?) + (anz((n — )h)*E((d] )?))

J=0

1
2r+v

= (

n

)2 (an((n = Hh)ara((n — j)h)E(d} d]))
=0

1

2
+ (27"—1—1/

<.

Qi (ann(( h) + anz((n — j)h))* O(h)

Jj=

. . . o\ 2
)2 ((,,4_‘_ U)eryh +T€(—T—V)]h + eryh o 6(—r—u)]h) O(hS)

2276 (@r+v+r Tﬂh)20(h3)

2r+y =
27"‘1‘7/‘1‘12 T 2
< (——————)*Te“™ O(h*).
< B Lo

Similarly, we get

1

)P Y (@ni((n = ) + anal(n — ) O(h?)

Jj=0

= (

: . : N2
)2 (r(r +0)e M — i (r 4+ )eTTIIR Lperih L (r 4 V)e(*r*”)]h) O(h?)

23" (vl v DT (1= )+ ) ) O

2r+v
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since 0 < r < 1, we have

n 2
)2 rjh 3 2rT (1,2
2r+u ]go( rir+v+1)+(1—r)(r+v)e ) O(h?) < Te ™ O(h?).
This completes the proof of the theorem.

Corollary 3. Consider the numerical solution of (13), the method (11) and (12). Let 1 < p < 1.5
and let the positive real number ¢, be as in Corollary 1. In Theorem 1 if we take the step size h with
h < (cp)l/p/(er) for any j = 1,2,3,...,n and using Corollary 2, therefore the mean-square errors of
the numerical scheme satisfy the convergence estimates
a) (E|Xn _ th|2)1/2 < Cgh(3_2p)/2
b) (E‘Yn _ Y;fn’2)1/2 < C4h(372p)/2
for some constants C3 and Cy independent of T'.

Proof. By following the proof of Theorem 1, we have

E[(efﬂ)Z]

. 2 1
23720 v 12RO P) < (VT L2 1 o3y 1+Z

= 2r +v (27‘)

1
2r+v

<(

Since the infinite series . = j 77 converges for p > 1, we have

(B|X, — X, |2)Y? < C3hB=2)/2,

But this estimate is independent of T'.
Estimate b) for the velocity component is obtained in a similar way.

Numerical Results

For the comparison of the numeric solution of the difference equation and the analytical solution
of the differential equation, the error terms are computed by the following formulation:

1 Nsim 1/2
— 2
Ey = N ( g (Xn — X4,) ) . (18)

J=1

Maintaining the same notation that has been used in the second section, we represent the analytical
solution of system of equations (6) by X, , and numerical solutions of the problem based on the
equations (11)-(12) by X,,. The error terms are recorded for various values of h, i.e. size of the step
in time. The results are shown in the Table 1 for ~ = 0.1, h = 0.01, h = 0.001 and A = 0.0001,
respectively. In all of these numerical experiments, the number of simulations Ng;,, is kept constant
at 10,000. Hence, each numerical problem has been solved based on 10,000 different sample paths
for the process of Standard Brownian motion, Wy. As one could easily see from Table 1 and the way
that the error is computed in equation (18) the convergence between the numerical and the analytical
solutions is measured in the sense of pointwise convergence with respect to the time variable. Each row
in the table measures the difference between the numerical and the analytical solution for a specific
time point between ¢t = 0 and ¢t = 1. Finally, for each sample path this difference is computed, squared,
summed, square rooted and averaged based on the number of simulations used, which is 10,000, to
arrive at the final value of the error term. This final step is the typical way of computing the error for
Monte Carlo Simulation applications which is often called in the literature as the root mean square
error.
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Table 1
Comparison of the errors for the approximate solution of problem
Point in Time/Step Size h=0.1 h =0.01 h =0.001 h = 0.0001
t=0.1 6.3198e-04  7.4114e-05  1.0097e-06  2.9488e-07
t=0.2 0.0022 6.8840e-04  1.1159¢-04  5.0846¢-05
t=0.3 0.0038 4.7510e-04  5.1366e-04  6.6956e-05
t=104 0.0123 0.0025 1.9910e-04  2.8405e-05
t=0.5 0.0120 0.0013 2.7540e-04  2.2375e-05
t=0.6 0.0161 0.0064 0.0017 8.1783e-04
t=0.7 0.0244 0.0061 6.4270e-04  9.8445e-05
t =038 0.0511 0.0093 0.0019 9.1302¢-04
t=0.9 0.0616 0.0157 0.0077 0.0031
t=1.0 0.0829 0.0033 0.0012 5.4713e-04

Some of the rows in Table 1 are highlighted in order to emphasize the order one convergence which
is theoretically proved in Theorem 1. It is clear that for each cell in the Table the number of steps
is multiplied by 10, hence the size of the step is divided by 10. It is expected that the error term
goes down by a factor of 10 as one goes from left to right on each row. If the first row is considered,
highlighted light blue, roughly the error terms are divided by 10 at every step going from left to right.
If one carefully looks that that first highlighted row, he would see that every step there is one more
digit that is 0. First row corresponds to the error term at ¢ = 0.1. Similar observations can also be
made about the other rows, especially on the pink highlighted row that corresponds to ¢ = 0.6 and the
yellow highlighted row which corresponds to ¢ = 1. Figure 1 shows the behaviour of F[X?] computed
along 10,000 sample paths for a step size h = 0.001 on the time interval [0,100] along the numerical
solution given by the previous section.

E[Y2(1)]

Time ()

Figure 1. The convergence of expected value of the squared position and velocity functions

As T — oo, the numerical solution converges to the limit value 2.44, and the velocity converges
to the value 9.92. [15] does the same numerical exercise with the same model parameters and initial
conditions. [15] obtains a very similar result for the solution. Here, the numerical experiment has been
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extended to the velocity also. For further details on the physical interpretation of this result, the reader
is referred to look at [16].

At least, this numerical experiment can be thought as a test of stability. In Table 1 error terms
beyond ¢ = 1 is not reported. One could be interested in the question that what happens to the

numerical solution as the time grows. This is a partial answer to that question that the proposed
numerical scheme is stable.

-4
10 0.015
6 Ve
5 ~ - A
© 4 V2 o 0.01f
1l 2 Il ~
- - _
‘§ 3 _ - § P -
2, P £ 0.005 | 7
LU LU _
- -
1t * - *
/
0 ; ; ; : 0 : : ; ;
0 0.02 004 006 008 0.1 0 0.02 0.04 006 008 0.1
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Step Size (h) Step Size (h)

Figure 2. Error measured as the difference between the exact solution and the numerical solution

at particular points in time between 0 and 1. Step sizes used vary from h = 0.1 down to h = 0.0001

Finally, let us have a look at the mean-square errors of the numerical scheme offered in the previous
section. Fig. 2 illustrates the point wise mean-square errors at various times between t =0 and ¢t = 1
of the numerical scheme for the initial values zg = 0, yp = 0, and the parameters v = 0.05, 0 = 1 and
M = 10,000. The step size h ranges from 0.1 down to 0.0001. We observe a first order of convergence
both in the position and in the velocity. This is the same mean-square order of convergence as the one
offered in [15]. For the plots the log scale has been avoided intentionally. To emphasize the order |h|
convergence the original cale has been kept and the almost straight lines are observed as a result. Of

course, these error terms are only for some specific values of ¢, for more detailed values for the error
terms please also see Table 1.

Conclusion

In this study, a new explicit numerical scheme has been constructed for a specific Langevin-
type equation. The main mathematical tool behind this construction is the variation-of-constants
formulation. The convergence rate for one step has been established to be 3/2 for the linear Langevin-
type equation. As a result of this, the convergence rate at any step has established to be of order 1. In
the main theorem of the paper, Theorem 1, the upper bounds for the convergence analysis depend on
the upper limit of the time interval, T'. In a later corollary, these upper bounds have been updated to
versions that are also independent of the the upper limit of the time interval, T'.

MATHEMATICS series. Ne 3(99)/2020 71



M. Akat, R. Kosker, A. Sirma

The proposed numerical scheme have been applied to the non-linear version of the Langevin-type
equation. The theoretical results that have been proven for the linear case have been verified also by
the non-linear case numerically. The stability of the numerical scheme has been shown numerically
and graphically. Similar results have been obtained in the literature, but with semi-implicit numerical
schemes. Just as strong results have been provided with explicit and easy to implement numerical
difference equations. All of the numerical experiments have been in line with the existing literature,
and occasional extensions, such as the stability of the velocity term, have been provided.
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On the Numerical Schemes...

M. Axar, P. Komxkep, A. Cupma

JlaH>XXeBeH TUITI TeHJeyiHiH CaHJbIK CXeMacChl TYPaJibl

Maxkasaza JIanzKeBeH THITI CAaHIBIK TEHIeyJIepi VIIIiH TYPAaKThIHbBI BApUAIHsAIay (OPMYJIaChIHA HETi3 Ie/IreH
CaHBIK TOCLITI YChIHBLTFaH. ChI3BIKTHI }KOHE CHI3BIKTHI EMeC YKaFIaiIaphl JKeKe KapaCThIPbLIFaH. 2K MHAKTHI
OOJIYBIHBIH JRJIEIIEY] ChI3BIKTHI KaF/Iail YIIiH KOPCETIIreH, ajl CAHMBIK, €CENTeyl ChI3BIKTHI eMeC Karmail
yinin opeiggasrad. CaHJbIK, cXeMa YIiH, OGIpiHII peTTi >KUHAKTBLIBIFBI TEOPHUSIBIK, YKOHE CAHIBIK TYp-
e xkepcerisireH. CaHIBIK, CXEMAHBIH, OPHBIKTHLIBIFBI CAHIBIK TYP/I€ KOPCETIITeH YKoHe IPAdUKAIIBIK TYPJe
OeifHeIEHT eH.

Kiam ce3dep: albIPBIMIBIK, CXeMAChI, CTOXaCTUKAJIBIK, OCITHJIIATOPIApEI, JlamKeBeH TeHIeyi, TypaKThl Ba-
pHUAalUACHI.

M. Axar, P. Komkep, A. Cupma

O umcJeHHBbIX cxeMaX JJIE ypaBHeHI/Iﬁ tuna JlaH>xeBeHa

B crarbe npesjiorkeH YMCIIEHHBIH TOX0/, OCHOBAHHBIN Ha (DOpMYyJIe BapUalii KOHCTAHT JIJIsl YUCJIEHHBIX
ypaBHEHU auckperm3arun Ttumna Jlamkesena. JIuHeiiHble n HeJIWHENHHBIE CIIyIaW PACCMOTPEHBI OTIAEIIb-
HO. JloKa3aTeabCcTBa CXOAMMOCTH ObLIN IIPEIOCTABJIEHBI /1JIsI JIMHEHHOTO CIydasi, a YHCACHHAS PeaI3aIius
BBITIOJIHEHA, JIJTsT HEJIMHEWHOTO ciry4dasi. CXOIUMOCTb TIEPBOTO MOPSIIKA, JIJIsT YMCJIEHHON CXeMbI TIOKA3aHa TeO0-
PETUYECKU M YUCIEHHO. YCTONINBOCTD YHUCJIEHHON CXEMBbI ITOKA3aHa IUCIEHHO U M300parkeHa IpapuIecKn.

Kmouesvie ca06a: pa3sHOCTHBIE CXEMBI, CTOXACTHIECKIE OCIUJISTOPHI, ypaBHeHUe JIaHKeBeHa, BapUaIlns
ITOCTOSTHHBIX.
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