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The property of independence for Jonsson sets

The studies carried out in this article are connected with the description of model-theoretic properties of
some, generally speaking, incomplete classes of theories that make a subclass of inductive theories. These
theories are well studied both in algebra and in the theory of models. They are called Jonsson’s theories.
To study these theories there is introduced a new research approach, namely: on the submultitudes of a
semantic model of Jonsson’s theory there are separated special multitudes that are, firstly, realizations
of some existential formula, secondly, the closing of the set gives us the basic set of some existentially
closed submodel of the semantic model. Besides, there is developed a technique of studying the central
orbital types. It is well known that the perfect Jonsson theory enough comfortable for model-theoretic
researches. Practically, in the perfect case, we can say that with the help of semantic method, we can give
a specific description of these objects (Jonsson theory and class its existentially closed models). In this
article we will give the notion of forking for fragment of fixing Jonsson theory. The nonforking extensions
will be the «Mfree» ones. Also we considered for the notion of independence many desirable properties like
monotonicity, transitivity, finite basis and symmetry.
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Our research interests are connected with the description of model-theoretic properties of some, generally
speaking, incomplete classes of theories that make a subclass of inductive theories. These theories are well
studied both in algebra and in the theory of models.

As well, we are always dealing with two objects:

1) Jonsson theory [1] and 2) class of its existentially closed models.

It is well known that the perfect Jonsson theory enough comfortable for model-theoretic researches. Practi-
cally, in the perfect case, we can say that with the help of semantic method, we can give a specific description
of these objects (Jonsson theory and class its existentially closed models).

This allows us to assume that it would be interesting to learn how to allocate in an arbitrary theory its
fragment which will Jonsson theory. This approach is not trivial, if only from the fact that any theory set its
universal existential consequences, not necessarily Jonsson theories.

On the other hand, for any theory in some special enrichments can always be achieved firstly Jonsson and
then its perfect. At least this holds for operations such as skulemization and morlization. In both cases, the class
of existentially closed models received Jonsson theories coincides with the class of models of initial theories.

Morlization and skolemization action is applied to the theory under consideration.

This article is invited to the idea of considering a new approach to a a subset of some model, which allows
firstly to expand the semantic aspect, and secondly to try to transfer many of the ideas out of technique the of
complete theories for Jonsson fragments, which in itself generalizes the considered problems.

We make the following agreements:

1. In this project, we consider only perfect Jonsson theory, complete of existential sentences.

2. In this project, we consider only classes existentially closed models of the theories.

3. In case of the structure, it is assumed that the model of some signature.

Naturally, when we speak of arbitrary signature (language) without the theory, item 1) of the above
arrangements is not important.

Let T is Jonsson perfect theory of complete of existential sentences in the language L. We fix its semantic
model C, saturated in a very high power x (in particular x is much greater than the power of language). We
agree that in the future all the considered models M, N, ... of theory T will be existentially closed substructures
high model C power less than «. All considered subsets A, B, C, ... will be subsets of C' power less than «.

Note one more useful fact, if f is the automorphism of structure C', leaving in place all the elements of the
set A, f € Auta(C), then f it obviously transfer to itself each A is definability subset and therefore transforms
to itself and all complete types over A, due to saturation of the semantic model C. Conversely, if ¢,d € C™ then
tp(¢/A) = tp(d/A) if and only if there exists f € Aut4(C) such that f(¢) = d.
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The saturated model complete n-types over A exactly correspond to orbits n elements under automorphisms
fixing A element by element. Since the theory is complete for the existential sentences of language L, it is true
for existential types.

Let L is a language, which from that moment supposed countable. Next, let T" is Jonsson perfect theory of
complete of existential sentences in the language L and its semantic model C'. There remains an agreement sets
and model of theory T are strictly less power than C.

Let A C C. We fix some n > 1 and consider the family Def} of all A — definable subsets power over C™.
We identify this definable subset of C™ and defining its formula ¢(Z, @), where Z,a, @ — tuple elements of A
(two different formulas may define a subset of, but we consider the formula with an accuracy to equivalence in
C' the obvious sense).

The following approach to the definition of a relational structure of some signature, is well known. It allows
to consider only the predicate signatures. For example, in the case of moralization.

Let’s start with a definition of the relational structure of the signature of a Jonsson theory. Defining family
of definable subsets of the structure, we follow the terminology and notation of [2, 1], but in [1], all definitions
are given for complete theories, we will to work with Jonsson theories and their positive generalizations.

The relational structure M = (M, (B;);cr) consists of a (non-empty) set M and subsets (B;)ics of J,,; M™
and each B; is a subset of some M™ n; > 1. Add an additional condition that one of the sets B; is the diagonal
of the set M.

All B; are called atomic subsets M.

Let M = (M, (B;)ic1) — relational structure. We introduce the concept of a family of definable subsets of
structures M, denoted Def(M). It is the least of the family subsets of | J, _, M™ with the following properties.

For each ¢ € I the inclusion B; € Def(M).

The set Def(M) is closed relatively to finite Boolean combinations, i.e. of inclusions A, B C M", A, B €
€ Def(M) C M™, follow that AU B € Def(M),ANB € Def(M) and M™\ A € Def(M). The set Def(M)
is closed relatively Cartesian product, i.e. of inclusions A, B € Def(M) follow that A x B € Def(M). The
set Def(M) is closed relatively to the projection, i.e. if A C M™t™ A € Def(M) m,(A) € Def(M), m,
the projection of the set A on M™, m,(A) € Def(M). The set Def(M) is closed relatively to specialization, i.e.
if A€ Def(M), AC M"* and m € M™ then A(m) = {b € M*(m,b) € A} € Def(M). The set Def(M) is
closed relatively to permutation of coordinates, i.e. if A € Def(M), o — a permutation of the set 1,...,n then
o(A) = {(agq), - @on)) | (a1,...,a,) € A} € Def(A). We now say that S C M™ is the atomic subset if

n>1

S =A{(a1,...,an) € M" | M = p(a1, ..., an, b1, ..., ) }

for some atomic formula ¢(z1, ..., Tn, Tnt1, -, Tntm) and some b € M™. We say that a subset S defined with
parameters b or defined above b.

We now say that D C M™ is definable subset L-structure of M, where there are b € M™ (here b may be
empty) and a formula ©(21, ..., Tn, Tngi1, oy Tntm) such that

D ={(a1,...,an) € M" | M |= p(a1, ..., Qn, b1, ..., by ) }.

If b C B, then we say that D is definable with the parameters of B (or above B) or that D is defined
formula with the parameters of B. Clearly definable sets in this sense — not that other, as Def(M) a relational
structure (M, (A;);cr), which A; taken as a whole all nuclear definable set.

The family Def}} is a Boolean algebra with relative to the usual operations of intersection, union and
complement. Full n-type over A the same ultrafilter in this Boolean algebra. The space above the full n-types,
denoted S,,(A) is the Stone space corresponding to the Boolean algebra Def’. We introduce in S,(A) the
(normal) topology in which the open base of the set (¢(T,a)) = {p € S,(A4) | ¢(T,a) € p}.

We say that the set X — X-defined, if it is definitely some existential formula.

a) The set X is called Jonsson in the theory T if it satisfies the following properties:

X is a — ¥ definability subset of C;

dcl(X) is the universe of some existentially-closed submodels of C

b) The set X is called algebraic Jonsson in the theory T, if it satisfies the following properties:

X is a — definability subset of C;

acl(X) is the universe some existentially-closed submodels of C.
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We consider countable language L and Jonsson perfect theory of complete of existential sentences in language
L and their semantic models C, in this language and other models (classes existentially closed models of the
theories).

If M is model theory of T" and ¢ — a formula language L, then we will use the following notation:

p(M) ={m e M" | M |= p(m)}.

The set S will call 0-definability if it ¢-definability (definable without parameters).

The set of all complete types over A the denoted by S(A), i.e. S(A) =,,>; Sn(A).

Saturated models of Jonsson theory (x — saturation models power k) are uniquely determined by their
power. But they can not exist without a certain set-theoretic assumptions, such as the generalized continuum
hypothesis. On the other hand, there are different ways to avoid set-theoretic problems of this sort. For example,
assume stable or weaken the concept of the semantic model as in [2]. Therefore, we assume that we got rid of
all the issues of the existence of the semantic model.

Further, it is convenient to work within the semantic model C' of Jonsson theory, containing all others.

In the future, any set of parameters A considered in the subset C'. Model M is a subset of C' which is the
universe of existentially closed substructure. This means that any L(M) — existential formula ¢(z), true in C
and performed on some element of M. Formula parameters in the future always belongs to C' and if we write
= le) if C E ¢(0).

Lemma 1. Definable set of D is definable over set A, if and only if it is invariant relatively to all automorphisms
of the model C, leaving in place each element of A. (Let’s call them over automorphisms over A).

It follows that the definable closure dcl(A) of the set A, e.a. the set of all elements of the definable over A,
coincides with the set of elements that are invariant relatively to all automorphisms over A.

The element b contained in the finite A is definability set, called algebraic over A. It follows that the element
b algebraic over A if and only if it has only a finite number of adjoint over A.

The set acl(A) consisting of all elements algebraic over A, will be called the algebraic closure of the set A.

Forking. We give an axiomatic reference forking.

Let M 3 — saturated existentially closed model power k (k enough big cardinal) of Jonsson theory T' ( 3 —
saturation means the saturation relative to existential types). Let A — the class of all subsets M, P — the class
of all 3-types (not necessarily complete), let JNF C P x A — a binary relation. We impose JNF' the following
axiom:

Aziom 1. If (p, A) € JNF, f: A — B — automorphism M, then (f(p), f(A)) € JNF.

Aziom 2. 1f (p, A) € JNF,q Cp, then (¢,A) € JNF.

Agziom 3. 1f AC B C C,pe SY(C), then (p, A) € INF < (p,B) € JNF and (p |~ B,A) € JNF.

Aziom 4. If A C B,dom(p) C B, (p, A) € JNF, then 3¢ € S7(B), p C q and (¢,a) € JNF

Aziom 5. There is a cardinal & such that if AC BCC, pe€ S9(C), (p,A) € JNF then
| {g€S7(C):pC qand (q,a) € INF} |< k.

Aziom 6. There is a cardinal p such that if Vp € P,VA € A, if (p,A) € JNF, then JA; C A,

(] A1 |< p) and p, Ay € JNF.

Aziom 7. If p € S7(A), then (p, A) € JNF.

The classical notion of forking belongs Shelah.

A set of formulas {p(Z,a;) : ¢ < k} are called k — inconsistent for some positive integer k, if every finite
subset p of power k is inconsistent, ie. = —Z(¢(T,a;, A ... A (T, a;,)) for each i1 < ... <ip <k .

Partial type p divided over a set of relative to k € w if there is a formula (7, @) and a sequence (a; : i € w)
such that

1) pF (T, a);

2) tp(a/A) = tp(a;/A) for all i;

3) o{(z,a) : i € w}, k — not jointly.

It is also p divided over A if p divided over A relative to some k. In addition, p fork over A to T, if there
are formulas ¢4 (T, ag), ..., &n (T, @) such that:

OpE Vogign @i (T, @);

(ii) ¢i(T,a;) divided over A for any i.

The following result makes it possible to use all features of forking for complete theories in the class above
in this report Jonsson theories.
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Theorem 1. Let T perfect Jonsson theory of complete for 3 — sentences. Then the following conditions are
equivalent:

e the relation JINF satisfies the axioms 1-7 relative to the theory T7;

e T stable and for allp e P, A€ A ((p,A) € JNF < p not fork over A).

Let T is Jonsson theory, S7(X) is the set of all full n-types over X, joint with T, for all finite n.

We say that Jonsson theory T'is J — A - stable, if for any T existentially closed of model A, for any subset
A of the set A, | X| >\ =| S7(X) |[< A

Theorem 2. Let T'— complete for existential sentences is perfect Jonsson theory, A > w . Then the following
conditions are equivalent:

T — J — A-stably;

T — J — A-stably, where T is center of theory 7.

Definition 1. Suppose that ACB, p € S,,(4), ¢ € Sp(B), and pCq. If RM(q) < RM(p), we say that q is a
forking extension of p and that q forks over A. If RM(q) = RM(p), we say that q is a nonforking extension of p.

Our first goal is to show that nonforking extensions exist.

Theorem 3. (Existence of nonforking extensions) Suppose that p € S,,(A) and ACB.

i) There is ¢ € S, (B) a nonforking extension of p.

ii) There are at most degas(p) nonforking extensions of p in S, (B) and if M is an 3 — Ry — saturated
model with ACM, there are exactly degs(p) nonforking extensions of p in S ,,(M). iii) There is at most one
q € Sp(B), a nonforking extension of p with degy(p) = degar(q). In particular, if degps(p)=1, then p has a
unique nonforking extension in S, (B).

Independence. The nonforking extensions will be the «free» ones.

Forking as in Theorem 1 can be used to give a notion of independence in J — w-stable theories.

Definition 2. We say that @ is independent from B over A if tp(a/A) does not fork over A U B. We write a
a1l B.

This notion of independence has many desirable properties.

Lemma 2 (Monotonicity). If aa 1L 4 B and CCB, thenaa L4 C.

Lemma 8 (Transitivity). a @ 1 4 b,¢ if and only if a@ L4 b and @ Lage

Lemma 4 (Finite Basis). aa L4 B if and only if a@ 1 4 By for all finite B C By.

Lemma 5 (Symmetry). If a@ L 4 b, then b 1 4 @.

Corollary 1. @,b L4 C ifand only ifa L4 C and b Laz C.

Symmetry also gives an easy proof that no type forks when it is extended to the algebraic closure.

Corollary 2. For any @,a L 4 acl(A).
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A .P. Emmkeen

NoHcoHaBIK >KUBIHAAP YIIH TOYyeJICI3OiK KacHheTi

MakaJjiaga »KyprisijireH 3epTrey/iep UHIYKTUBTI TEOPUSHBIH iITKi KJIachl OOJIATHIH, »KAJIIbl aliTKAHIA, TO-
JIBIK, €MeC KJIacTap TEeOPHUsICHIHBIH MOJEJIb/Ii-TeOPETUKAJIBIK KACHEeTTEPiH curarTayMeH OailylaHbICTBI. Byir
Teopusiiap aarebpaja KoHe MOJIEbJIED TEOPUsICHIHIA Ja KEHIHEeH KapacTwIpburraH. MyHmait Teopusiiap
WOHCOHIBIK, e arananbl. Ockl TeOpuUsiIapAbl 3epTTEY VIIIH KaHa 9/IiC-ToClIgep eHriziarex. I/“IOHCOH,JI)IK
TEOPUSTHBIH, CEMaHTHUKAJIBIK MOJIE/IbIEP YKUBIHBIH/IA AWPBIKIIA *KUBIHAAP KapaCcThIPbLIILI, OJiap, OipiHIiIi-
JIeH, KeHOIp 9K3UCTEHITHAIBIK, (DOPMY/IATIAPIBI YKYy3€ere acbly OOJIBIN TaOBLIAIbBI, EKIHITIIEH, KUBIHIAD/IBIH,
TYABIKTAJIYbI 0i3re CeMaHTHUKAJIBIK, MOJIE/IbIH SK3UCTEHIIMAJIbI TYWBIKTAIYBIHBIH, iIITKi MOJIEJIHIH Herisri
KUBIHBIH Oepesii. COHbIMEH KATap OPTaJIbIK OPOUTAJIBIK, TUITEP/Il 36pTTEY VIIIiH TeXHUKa JaMuIbl. Keme
MOHCOH/IBIK, TEOPUSIIAD MOJEJbIi-TEOPETUKAIBIK, 3ePTTEY VIIMH KOJAMIbl eKeHi Kakchl Oesrim. IIpakTn-
Ka JKY3iHJ/Ie KeMeJIIUTIK KaraaiblH/Ia CEMAHTUKAJIBIK, TOCLJI KOMETiMeH YKOFaphl/ia aflThIIFAH HBICAHIAPIbIH
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aHBIKTAMAJIAPBIH Oepe ajaMbI3. IFHM, oslap HOHCOHIBIK TEOPUSIIAP YKOHE OHBIH IK3UCTEHITNOHAJIBI-TYHBIK
MOJEb/Iep KJachl. Bi3aiH FHIIBIMU KBI3BIFYIIBIIBIFBIMBI3, KAINbI AWTKAHA, WHIYKTUBTI TEOPUSIAD/IbIH
imKi KyracTapbl OOJIATBIH TEOPUSIAPIBIH TOJIBIK eMeC KJIaCTapbIH Kefbip MOesIb/ 1i-TeOPETUKAJIBIK, KACUET-
TepMeH CUIaTTayFa OailIaHbICThI. By Teopusitap aarebpajia KoHe MOJEbIIEp TEOPUSICHIHIA KEHIHEH 3ePT-
Tesai. MakaJiaga HOHCOHIBIK, TEOPUSHBIH, (DparMeHTi YIIH (DOPKUHT YFBIMBIH KeTipai. PopkuHr Gosimaca,
OoHJIa KeHelTysiep 60c 6osaapl. CoHbIMEH KaTap 613 TOyeJICI3MiK YFBIMBI VIIIiH TPAH3UTUBTLIIK, MOHOTOHIbI-
JIBIK, Y31TiCCI3/IiK KoHE CUMMETPUSI CUSKTHI KOIITEreH MAaHbI3Abl KACUETTEP/l KaPACTBIP/IbIK.

A .P. Emmkeen

CBoiicTBO HE3aBHCHUMOCTH JJisI MTOHCOHOBCKNX MHOXKECTB

WccnenoBanusi, mpoBeIeHHBIE B CTaThE, CBS3aHBI C OMMCAHUEM TEOPETUKO-MOJETbHBIX CBOMCTB HEKOTOPBIX,
BOODIIIE MOBOPSI, HEIOJIHBIX KJIACCOB TEOPUi, KOTOPBIE SIBJISIIOTCS IIOJKJIACCOM UHJYKTHBHBIX TEOPHUil. DTH
TeOpUH, XOPOIIIO M3ydaeMble U B ajarebpe, U B TEOPUU MOJIEJIEH, HA3BIBAIOTCS MWOHCOHOBCKUMU. JIjist m3y-
YEHUsl ITUX TEOPUN BBOAMTCS HOBBIN IOIXOJ UCCJIEIOBAHUS. A UMEHHO, HA TOAMHOMXKECTBAX CEMAHTUYE-
CKOI1 MOJIe/I IOHCOHOBCKO TEOPHHU BBIJIEJISIOTCA 0COOble MHOXKECTBA, KOTOPBIE SIBJISIOTCS, BO-IIEPBBIX, Pe-
aTU3aIUSIMA HEKOTOPON 3K3UCTEHITUATLHON (POPMYJIbI, BO-BTOPBIX, 3aMbIKAHUE TUX MHOYKECTB JAeT HAM
OCHOBHOE MHOYKECTBO HEKOTOPOH SK3UCTEHIMAIBHO 3aMKHYTON IMOIMOIEIN CEMAaHTHIeCcKoi mojenn. [lo-
MEMO 3TOT'O Pa3BUBAETCA TEXHUKA JJIs M3YUEeHUs IEHTPAJbHBIX OPOMTAIBHBIX THUIIOB. XOPOIIO HU3BECTHO,
9TO COBEpIINEHHbIE HOHCOHOBCKUE TEOPUM JOCTATOYHO YAOOHBI JIJIsi TEOPETUKO-MOJIETBHBIX HUCC/IEIOBAHUIA.
IIpakTuaeckn, B ciaydae COBEPITEHHOCTH, MBI MOYKEM YTBEDK/IATh, YTO C IIOMOIIHIO CEMAHTUIECKOTO Me-
TOJIA JAeTCsl OIPEIEIEHHOE OIMCAHME YKA3AHHBIX BBIIIE OOBEKTOB (HOHCOHOBCKOM TEOPHH M KJIACCOM ee
9K3UCTEHINAIBHO-3aMKHY ThIX Mo/leJeil). B aroit crarbe paccmorpens! nonsiTust hbopKuHra st bparMenTa
bukcupyeMoit TOHCOHOBCKOI TE€OpUM MW HE3aBUCHMOCTH, a TAKXK€ MHOTHE TOJIE3HBbIE CBOWMCTBA, TAKWE KaK
TPaH3UTUBHOCTb, MOHOTOHHOCTb, HEIIPEPBIBHOCTb M CUMMETPHU.
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