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The admissibility and similarity of Jonsson theories

This work is related to the concepts of admissibility, interpretability, syntactic similarity and semantic
similarity of Jonsson’s theories. This new concept generalize the notion of syntactic and semantic similarities
for Jonsson theories. In the frame of study of preservation of the definable formulas subsets of Jonsson
theory’s semantic model regarding to considering morphisms the concepts of admissibility, interpretability,
domination and similarity play a very important role. As an example, we consider the theory of Boolean
algebras. These concepts are closely related to the concept of admissibility by one theory on the other. The
interest of this paper is that the examples examined show the fact that admissibility, interpretability and
similarity can be considered on algebras of different signatures.In this work the main definitions of notions
and the basic directions of further researches are studied.

Keywords: Jonsson theory, semantic model, admissibility, interpretability, domination of Jonsson theories,
syntactic and semantic similarity.

One of the classical problems of science is the question of classifying objects of study on some common
features. In mathematics, the role of such objects is played sets with given relations. With the help of mathematical
logic, these objects were associated with some sets of formulas of the predicate calculus’s language. This relation
between the syntax and semantics of a fixed language is actually the essence of Model Theory. Therefore, it
is clear that finding the syntactic and semantic features of similarity can be useful in classifying objects of
Model Theory.

In this paper, we compare the notions of admissibility and similarity for complete and Jonsson theories. At
one time Professor T.G. Mustafin [1] in the language of pure pair and semantic triples defined the notion of
admissibility, interpretability and syntactic and semantic similarity between two complete theories.In connection
with the fact that any complete theory with the help of certain manipulations (enrichment of signature and
morlization) can lead to a theory that will be Jonsson theory. In addition, after morlization, the structure and
number of models of the newly obtained theory in a certain sense will not differ much from the structure and
number of models for the original complete theory. The remark «in a certain sense» can be deciphered in the
following way: in connection with the fact that when dealing with Jonsson theories we are dealing with the
class of existentially closed models of the considering theory, one can note that morlization with existentially
closed models of originally complete theory (if they exist) do not change the structure and the number of these
models. The next fact, connected with the existence of existentially closed models of complete theories, forces
us to be in the class of complete inductive theories, because it is well that any model of an inductive theory is
embedded isomorphically into some existentially closed model of this theory.

T.G. Mustafin in his work [2] defined the exact concept of syntactic [2 (Def. 1)] and semantic similarity
[2 (Def. 4)] of complete theories. Moreover, in the language of these definitions and corresponding concepts
(eg, the hull of theory [2 (Def. 12)], the semantic property (of theory, model, element) [2 (Def. 8]), he proved that
for an arbitrary complete theory there exists syntactically similar to it some theory of polygons [2, Th. 4, Th. 5].

In this paper, we give a material that explains the connection with the various concepts of similarity between
Jonsson theories. By means of a generalization of some definitions from [2] and the technique of working with
Jonsson theories, it was obtained that in the class of perfect 3-complete Jonsson theories the concepts of the
introduced similarities of Jonsson theories coincide with the corresponding concepts in general theorems in the
sense of [2]. In the class of Jonsson theories this approach to the classification of the corresponding objects is
acceptable, but requires certain changes in the definitions of the corresponding similarities of theories. This is due,
first, to the fact that, generally speaking, the Jonsson theories are not complete, and secondly, that in the class of
models of Jonsson theory, homogeneous-universal models are, generally speaking, not saturated. Thus, all of the
above suggests that the redefinition of the basic attributes of such concepts as permissibility, interpretability and
similarity in the class of Jonsson theories is an actual task. On the other hand, the research of Jonsson theories
is interesting in and of itself, regardless of the reduction of some complete theory to the Jonsson theory. The
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point is that the class of Jonsson theories of fixed signature is, generally speaking, incomplete, yet inductive and
with the amalgam property and the joint embedding property, which are natural for many algebraic problems.

We give the definitions from [1].

Definition 1. If A is non-empty set, G is some group of bijections (permutations) of theset A concerning
superposition then the pair (A,G) is called pure pair. If (B,H) and (A,G) are pure pairs, B C A and
H = {g | B; g € G} then pure pair (B, H) is called subpair of pure pair (4, G) and we denote (B, H) C (4, G).

Definition 2. We say that pure pairs (A, G) and (B, H) are isomorphic, if exists such bijection ¢ : A — B
that H = {1/191/1_1; geaG } In this case we will write ¥ : (A,G) ~ (B, H). If A= B, H is a subgroup of group
G then we will use record (B, H)[=, <](A, G). If there is such pure pair (G, F') that (B, H) ~ (G, F)[=, <|(4,G)
we will write (B, H)[~, <](4,G).

Definition 3. Let (A, G)-pure pair, P-any m-place relation on A (i.e.P C A™). Then P will called
G-invariant if for any g € G, a ..., a,, € A takes place < aj ..., a, >€ P = < g(a1) ..., g(ay,) > € P.

Through G,, we will denote the set of all such permutations f of set A™ or which exist such g € G that
fl<ay...,a, >)=<g(ar),...,g9(an) > for all a1, ..., a,, € A. It is obvious that the pair(A™, G,,) is pure pair.
If ~ is G- the invariant relation of equivalence then ~ induces on G group congruence which also we will denote
through ~ as follows:

g1~9g2 < gi(a) ~ ga(a) for all a € A.

Clearly that (A/_, G/_) will be pure pair if to put g(a) = g(a) for all ¢ € G, a € A where a, g- coset
classes on A and G accordingly.

Definition 4. Pair (B, H) is called derivative pure pair from pure pair (A4,G) if exists such n < w and
Gr — the invariant relation of equivalence ~ on A that (B, H) C (A" /., G™/.). We say that pure pair (4, G)
dominates over pure pair (C, F) if there is such derivative pure pair (B, H) from (A, G) that (B, H)[=, <|(C, F).

Family of subsets (relations) p; C A™, ¢ € I, we name complete family on pure pair (A, G) if G is group of
all automorphisms algebraic system < A; P;, i € I >(i.e G = Aut (< A; P, i €1 >).

Let 7- some way allowing for any pure pair (A4, G) to allocate some system of G- invariant relations on
A (so-called 7- relations). We say that the algebraic system < C; R;, ¢ € I >- is interpreted in pure pair (4, G)
if exist such n < w, P C A™ and surjection ¢ : P — C' that complete prototypes R; i € I, and equality relations
are 7- relations on A. We say that pure pair (C, F), 7 is interpreted in (A, G) if exist such complete family of
relations R; C C™, i € I, on (C,F) that < C; R;, i € I >, 7 — is interpreted (4, G).

Definition 5. Let, 2, B are arbitrary mathematical structures in the Bourbaki’s sense on sets A, B accordingly,
G = Aut(A), G = Aut(B). We say that:

1) 2 admits B (or B it is admissible 2), if (A, G)[~, <|(B, H);

2) 2 relatively admits B, if (A4, G) dominates over (B, H).

Remark 1. If 2 admits B, then 2 relatively admits 2B.

If K is the class of mathematical structures then we say that 2 admits (relatively admits) K if and only if
when 2 admits (relatively admits) some structure from K. If the class K is defined by system of axioms ¥ then
expression «2 admits ¥» («2 relatively admits ¥») means the same, as «2 admits K» («2 relatively admits
K, accordingly» ).

If T is the complete theory of algebraic systems of the first order language then we say that T (relatively)
admits a class K of mathematical structures (or system of axioms X) if the monster-model € of theory
T (relatively) admits K (X accordingly).

One of the important concepts of Model Theory is the concept of definability (interpretability) of one
algebraic system in another. It is said that the algebraic system B =< B, R;,7 € I > is definable on
A =< A, Pj,j € J >if exists such formular relations ®; ¢ € I in language A that < A; ®;, i € I > is
isomorphic < B; R;, i € I >. In the course of the development of model theory, this notion was generalized,
and the most general (at present) definition can be formulated as follows. If 2 algebraic system n < w B C A™, A
is the cardinal then B is called 7)-subset if exists such n-type p(z1, ..., ©,) over {) of language of system A, such
|p(21, ..., zn)| < A and B consists of all n of A™, realising p(x1, ..., 2,,) in 2. Obviously, T)-subsets are invariant
relatively automorphisms. Therefore, 7, it can be considered as a way of isolating a certain class of invariant
subsets of algebraic systems. If 2(, 9B - algebraic systems G = Aut( A), then we say that B is 7, — interpreted
in 2 if 9B, is 7\ — interpreted in pure pair (A4, G). If A = w then usually instead of 7, — interpretability says
formally (or elementarily) interpreted (definable).

We redefine the notion of a pure triple in the frame of the study of Jonsson theories. First we recall the
original definition of a pure triple from [1].
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Definition 6. A triple (A, G, N) is called a pure triple, if:

1) (A, G) is pure pair;

2) N — some class of subsets A such that g (M) € N for all M € N g € G, where g (M) = {g(a) : a € M}.

If (A,G, N), (A", G', N') — pure triples, ¢ : A — A’ bijection then ¢ is called as exact similarity
(isomorphism), if:

a) ' ={pgy¢ : g€ G}

6) N={p(M): MeN}

If (A, G, N) — a pure triple, ~ - G — the invariant relation of equivalence on A then ~ is called a congruence
on (A, G, N),if Vae AVM e N (ae M =aeM).

If(A, G, N), (A, G’, N') — pure triples, ¢ : A — A’- surjection then ¢ is called a compression and ¢~ is
inflating, if:

1) The relation ¢ is congruence, where agb <= ¢(a) = ¢(b), a,b € A;

2) The mapping ¢ : A’ — A/_ is exact similarity, where ¢ (¢/) ={a € A : p(a) =d'},d € A’.

Let T is a complete theory, € is its monster-model, G = Aut( €), N- a class of all elementary submodels €,
smaller it on capacity. Then a pure triple (€, G, N) will be called a semantic triple of theory T. Complete
theories T, Ts will be called semantically exactly similar if their semantic triple are exactly similar.

Remark 2. The notion of exact similarity of theories does not depend on the choice of monster -models and
the semantic model.

Definition 7 [2]. Let Ty and T are complete theories. We will speak, as Ty and T» are syntactically similar,
if f: F(Ty) — F(T3) exists bijection such that

1) restriction f to F,,(T}) is isomorphism of Boolean algebras F,,(T1) and F,(T}), n < w;

2) f(zlvn+1§0) = Elvn-&-lf(‘p)a p e Fn+1(T)vn < w;

3) f(’l}l = Ug) = (1)1 = ’UQ).

Let T is an arbitrary Jonsson theory, then E(T) = U,,,, En(T), where E, (T) is a lattice of 3-formulas with
n free variables, T* is a center of Jonsson theory T', i.e. T* = Th(C), where C is semantic model of Jonsson
T theory in the sense of [3].

Definition 8 [4]. Let Ty and T are arbitrary Jonsson theories. We say, that 77 and T, are Jonsson’s
syntactically similar, if exists a bijection f : E(Ty) — E(T%) such that

1) restriction f to F,(T}) is isomorphism of lattices F,,(T1) and E,(T»), n < w;

2) f(Fvnt1) = Font1f(9), ¢ € Ens1(T), n < w;

3) f(vr =1w2) = (v1 = v2).

Definition 9 [4]. The pure triple (C, AutC, SubC) is called the Jonsson semantic triple, where C' is semantic
model of T, AutC is the automorphism group C, SubC' is a class of all subsets of the carrier C, which are
carriers of the corresponding is existentially-closed submodels of C.

Definition 10 [4]. Two Jonsson theories T; and T» are called Jonsson’s semantically similar if their Jonsson
semantic triples are isomorphic as pure triples.

The main result of this paper is the following result, related to the above definitions.

Theorem 1. Let T; and Tb are 3 — complete perfect Jonsson theories. Then following conditions are
equivalent:

1) Ty and Ty are Jonsson’s syntactically similar;

2) Ty and Ty are syntactically similar (in the sense of [2]).

The following two facts are necessary for the proof.

Fact 1. For any Jonsson theory T following conditions are equivalent

1) T is perfect;

2) T* is the model complete.

Proof: follows from the fact that the perfectness of the Jonsson theory T is equivalent to that T™* is the
model companion of the theory T [5 (the proposition 3.4)], [6].

Fact 2. For any complete for 3 - sentences of Jonsson theory T the following conditions are equivalent:

1) T* is model complete;

2) for each n < w, E,(T) is Boolean algebra, where F,,(T) is a lattice of 3 — formulas with n free variables.

Proof: 1) = 2) Let T* is the model complete = E,,(T*) is Boolean algebra, since T* is complete theory
(elementary theory of semantic model), but E,,(T) C E,(T*), since T C (7).

We have 2 cases:

1) T — complete, T = T* then = T is model = E, (T)-complete is Boolean algebra;

2) SoT C T* & T* = Th(C) where is C semantic model of T, then Vo € T = ¢ € T*.
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Since T is complete for 3-sentences,then all the J-sentences deducing from T, belong to T*. There are no
other F-sentences in T*, since T is complete for I-sentences T* is a complete theory. Since E, (T*) is Boolean
algebra, then in it there are complements for any ¢ J-sentense. In general this ¢ will not be I-sentence,
as if ¢ € &, then - € II (Z-set of 3-sentences and I is the set of V-sentences), but T* is model-
complete & VY e T, T*:¢p=0,0€ 3. But we know, that 0 e T* < 0T = 1) 1,0 € E,(T);
2) p € Ep(T) = ~p € En(T); 3) Vo € Ep(T)——¢ = ¢ = E,(T) is the Boolean algebra.

2) = 1) E,(T) is the Boolean algebra = T is model complete, but T' C T* = Th(C). Let A € ModT = A
isomorphically embedded in C', since C is semantic model. By virtue of that is model complete, = this embedding
is elementary.

Let C it not saturated, then 3X C C, |X| < |C|, Ip € S1(X): it is incorrect, that (C,z).cx E p, but
pUT — jointly, p U T* jointly, therefore 3m ¢ C: m realizes p, then, IM |= T* that, m € M, is an elementary
extension of C of that power = there is a semantic model C’ | which is | M |- saturated and elementary extension
of M of power 2/M!

But any two semantic models are elementarily equivalent to each other, in particular C' = C’. We received
contradiction since in C” is p realised. Consequently, our assumption, that C is unsaturated, wrong = T is
perfect = T™ is model complete.

We now proceed directly to the proof of the theorem.

Let’s show 1) = 2). We have that for each is n < w, E,,(T}) isomorphic to E, (T%). Let this isomorphism be
realized by fi,, . By virtue of condition of the theorem and facts 1 and 2, for each n < w, E,(T1) and E,,(T2)
are the Boolean algebras.

But by virtue of perfection 77 and Th = 17 and T3 are model-complete by virtue of fact 1, therefore for
each n < w, for any formula p(T) from F,(T}) there is a formula (%) from E, (T}) such, that T} = ¢ < 1.
Due to the fact that the theory T3 is 3 — complete and E,,(T1) C E,(T}),(since Ty C T7), it follows, that
E,(Ty) = E,(Ty). Due to the fact that the theory T5 is 3 — complete and E,,(T3) C E,(Ty), (since To C T3),
it follows, that E,(Tx) = E,(T%).

For each, n < w, for each ¢1(Z), from F,(T}) we set the following mapping between F, (T}) and
Fo(T3): fan(1(T)) = fin(¥1(F)), where TT = b1 <> @1, ¢1 € En(T1).

It is easy to see that, by virtue of properties f1,, and the above fs, is a bijection defining an isomorphism
between F,,(T5) and F,,(Ty). Hence T} and Ty are syntactically similar.

We will show 2) = 1). It is trivial, as F,,(7T}) is isomorphic F,,(Ty) for each n < w, and the theorem and
facts 1 and 2, this isomorphism extends to all subalgebras..

The following result is known from [2].

Proposition 1. If the theories T7 and Tb are syntactically similar, then 77 and T, semantically similar, the
converse is not true.

In connection with this, we can formulate the following:

Lemma 1. Any two cosemantic Jonsson theories are Jonsson’s semantically similar.

The proof follows from the definition.

Lemma 2. If two perfect 3-complete Jonsson theories are Jonsson’s syntactically similar, then they are
Jonsson’s semantically similar.

Proof. Follows from Theorem 1 and Proposition 1.

All the definitions and concepts that are not defined here, connected with the Jonsson theories, can be found
in [4].

Returning to the concepts of admissibility, interpretability, and similarity from [1], we recall that theories
Ty and T5 are called 7 — similar if there are satisfying models M; = Ty, My = T5, such that Th(M1, m)men,
and Th(Ms, m)men, € are similar.

The following result is correct:

Proposition 2 [1]. 1) If T1 and T5 € - similar, M; € N;, M1 — My then Th(Mim)men, and Th(Ma, m)me s, ,
€ are similar.

The «7 — similarity» relation is an equivalence relation.

It is absolutely analogous, as in the case of complete theories, that all the above concepts can be redefined,
namely, admissibility, interpretability, dominance, 7 — similar to the case of Jonsson theories. Further, all
results and their corollaries on 7 — similarity in the sense of [1] can be correlated to the study of the syntactic
and semantic similarity of Jonsson theories in the above. We note that the syntactic similarity of two Jonsson
theories, defined above preserves all types of morphisms proposed for the study of Jonsson theories in the frame
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of the study of Jonsson analog of 7 — similarity for complete theories. In conclusion, we note that this topic
also has a promising continuation in the frame of the study of Jonsson sets in the given Jonsson theories [7-9].

We would like to give some examples of syntactic similarity of certain algebraic examples. Fot this, we recall
the basic definitions associated with these examples following denotions from B. Poizat [10].

A Boolean ring is an associative ring with identity, in which 2 = z for any z is called a Boolean ring; then,
we have also (x + y)2 =22 +ay+yr+Y? = v+xy+yz+y and besides(x + y)2 = z+y; therefore zy+yz = 0 for
an arbitrary z, y; 22 +22 = 0 means = + = = 0, for any = or x = —z; hence the Boolean ring has characteristic
2 and, since xy = —yxr = yzx, it is commutative.

To axiomatize this concept, we introduce a language containing two symbols of constants 0 and 1, two
symbols of binary relations + and - .

We write down some universal axioms expressing that A is the Boolean ring , without forgetting thus 0 # 1.
In the Boolean ring we will define two binary operations A and V, and unary operation — as follows: t Ay = x-y;
rVy=xz+y+ay;, =1+

It is easy to verify that the following are true for all x,y and z:

(de Morgan’s laws or duality): =(—z) =z, = (z Ay) = —x V ~y—(x Vy) = -z A —y;

rVr=xN\x=ux,

(associativity A): (z Ay)Az=x A (yA 2);

(associativity V): (zVy)Vz=2xaV (yV 2);

(distributivity A over V):z A (yV z) = (z Ay) V (x A 2);

(distributivity V over A): zV (yAz) = (zVy) A(zV z);

(commutativityA over V): z Ay =yAz,xcVy=yVuz;

cA-xz=0,zV-x=1;

zAN0=0,z2vV0=xzAl=2,2V1=1;

0#4#1,-0=1,-1=0.

A structure in language > 0,1, -, A, V satisfying to these universal axioms is called a Boolean algebra.

Fact 3 [10]. In each Boolean ring one can interpret a certain Boolean algebra.

Proof. With the Boolean ring A we have connected some Boolean algebra b(A); the converse is also true:
z-y=xzAyxz+y=(xVy)A(-xV-y) then we receive the Boolean ring a (B); and besides a (b(A)) = A
b(a(B)) = B. Thus we see that, up to a language, the Boolean ring and Boolean algebras have the same
structures, the Boolean ring canonically is transformed into a Boolean algebra and vice versa, transformations
in both directions are carried out using quantifier-free formulas

The following example connects Boolean algebras with abelian groups.

Fact 4 [11]. In each Boolean algebra one can interpret an Abelian group.

Proof. In Boolean algebra A we suppose a +b = (a AY)V (¢’ AD).

[A, 4] is Abelian group and in which each not unit element has an order 2.

The element 0 is group unit in G, and each element z is reciprocal to itself: x + x = 0 for all x € A.

We state the obtained results.

Let’s denote through Tpa, Tpr, Tac accordingly theories in their signatures (they are different) of Boolean
algebras, Boolean rings, and Abelian groups.

Lemma 3. Tga,TsRr, Tac are examples of Jonsson theories.

Proof. Tga and Tggr from [4], Tac from [12].

Theorem 2. Theories Tp 4 and Tppr are syntactically similar, and mutually interpreted among themselves,
as for complete theories and for Jonsson theories.

Proof. Follows from the fact 3.

Theorem 3. Theory Ty 4 is interpreted in theory T4, as for complete theories and for the Jonsson theories.

Proof. Follows from fact 2 and Theorem 2.
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I/IOHCOH,ZLLIK TeopudJjiapAdblH PYKCATTBLJIBIJIBIFBI 2KoH€ YKCaCTbIJIbIFbI

Maxkasa HOHCOHIBIK, TEOPHUSIAPALI PYKCATTHLIIBLIBIK, HHTEPIPETAIIUAIANYbl, CUHTAKCUCTIK JKOHE CEeMaH-
TUKAJIBIK, YKCACTBLUIBIK YFBIMIAPbIMEH OANMJIAHBICTBI. AWTBHLIFAH KAHA YFBIM HOHCOH/IBIK, TEOpHsIAp YIIiH
CHHTAKCHC KOHE CEMAHTUKAJIBIK YKCACTBIK YFBIMBIH 2KaJIbLIaiAbl. PyKCaTTBLIBLIBIK, HHTEPIPETAIUIAY,
6GaCBIMIBLIBIK, JKOHE YKCACTBIK, YFBIMIAPBI KAPACTBIPHIN OTHIPFaH MOPGMU3MIEPTe KATHICTBI HOHCOHIBIK, TE€O-
PUSIAPIbIH CEMAHTUKAJBIK, MOJIEJIbIH aHBIKTAIFaH (POPMYJIATIBIK IMKi KUBIHAAPABI CAKTAYBIHBIH 3€PTTEY
GapbICBIHIa, ©6Te MAaHBI3BI pOJIiH aTkapasbl. Herisri Mmbicas periHge Oysib ajredbpajiap TEOPHUsICHI Kapac-
THIPBIAALI. Byl yFeIMzap O6ip TeOpUSHBIH, 0ACKa TEOPUSIMEH PYKCATTBHLIBLIBIFBI YVFBIMBIMEH OAaM/TAHBICTHI.
By sKyMBICTBIH, KBI3BIFYIIBLIBIFBI OCBIH/Ia KAPACTBIPBLIFAH MBICATIIAD PYKCATTBHIIBLIBIK, HHTEPIPETAIIA-
JIay YKOHE YKCACTBIJIBIKTHI 9PTYPJIi CUTHATYPaIaFsl ajaredpasgapia 3epTTelyl MyMKiH eKeHiH kopceTTi. Maka-
JIazia VFBIMIIAP/IBIH, HETI3T1 aHbIKTaMAJIaphl YKOHE 9PipeKTeri 3epTTey/epiH, Heri3ri OarpITTaphbl OepiareH.

Kiam cesdep: HOHCOHMIBIK, TEOPHsl, CEMAHTUKAJIBIK MOJIE/Ib, HOHCOHBIK, TEOPUSIAPIBIH PYKCATTHLIBLIBIFEI,
WHTEPIPETAIUAIAHYbI, OACHIM/BIIBIFBI, CHHTAKCUCTIK KOHE CEMAHTUKAJIBIK YKCACTBLIBIK,
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omycTumocTh 1 nmogobme HOHCOHOBCKUX TEOPUiA

CraTbsl CBsI3aHA C TMOHATUSIMU JIOIYCTUMOCTH, WHTEPIIPETAIINN, CHHTAKCHIECKOTO U CEMAHTUIECKOTO MO0~
Ous 111 HOHCOHOBCKUX Teopuil. B paMkax n3ywueHunst COXpaHeHUsT ONPEIETNMbIX (POPMYIbHBIX IOIMHOXKECTB
CEeMaHTUIECKOU MO/JIeJI HOHCOHOBCKOM TEOPUN OTHOCUTEJHHO PACCMATPUBAEMbBIX MOP(MU3MOB MTOHSITHUS JI0-
IMyCTUMOCTH, HHTEPIIPETUPYEMOCTH, TOMUHUPYEMOCTH U OO0 UTPAIOT OYEHb BaXKHYIO POjib. B KadecTse
[IpUMEPa PACCMOTPEHA TeOpUsi OyJIEBBIX AJredp. JTH MOHATUS CBA3aHBI C JOIIYCTUMOCTBIO OIHON TeOpuu
¢ apyroit. OJHUM M3 UHTEPECHBIX MOMEHTOB 3TOW pabOThI SIBJISIETCSI TO, YTO MPEICTABJIEHHBIE TPUMEDDI
JIOITYCTAMOCTH, WHTEPIPETAINN, T0o100UsT M3yUeHbl B PA3JNIHBIX CUTHATYpaX. B cTaTbe JaHBI KJIIOYEBBIE
onpe/eeHus ITIOHATHUIT 1 OCHOBHBIE HaIIpABJIEHUA JIAJIbHEHIIINX UCCJIEIOBAHUN.

Karouesvie caosa: HOHCOHOBCKAsT TEOPHsl, CEMAHTUIECKAs MOJEJb, IOIIYCTUMOCTh, UHTEPIPETUPYEMOCTD,
JIOMUHUPYEMOCTh HOHCOHOBCKHMX TEOPHUI, CHHTAKCUYECKOE U CEMAaHTUIECKOe ToI0o0ue.
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